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Abstract: In this article we consider a closed central server network in computer system. Assuming 

different class of customers access the network for service. The memory slots are managed as inventory to 

meet the requirement of the jobs. System performance measures are obtained and numerical examples are 

provided to illustrate the model implementation. 

Introduction 

Product from networks with multi-classes of jobs in computing system are difficult to analyze. Various types 

of jobs define the customer classes in the network that are gathered in chains. Convolution and MVA 

algorithms are two major tools used in the analysis of large queuing network models with multiple classes. 

The tree convolution, tree MVA algorithms for multi-chain networks are based on tree data structure to 

optimize algorithmic computations. Simple multi-class queuing network has been investigated in Baskett, 

Chandy, K.M. et-al [6] and Chandy, K. M. Howard, J.H. et. al [5]. In this article we considered a closed 

central server multi-class network of queues in computer system. The memory slots are managed at each 

node with instantaneous replenishment policy. It is assumed that there are r ( > 0) classes of job want to 

share the network resources. We also admit different types and disciplines of service at nodes. Utilization of 

nodes for different class of jobs has been computed as system performance measures. Rest of the paper is 

organized as follows. Section 2 and 3 are model formulations part and analysis of the system section. 

Section 4 deals with system performance measures and the 

final section 5 contains numerical examples to establish the results obtained. 

2 Model Formulation 

First we consider a open queuing network with different types of jobs. The arrival rate be assumed to be 

different for each type of jobs. The routing matrix R
k
 is also different for each type of job.  

Here k

k

  , where λ
k
 denote the arrival rate of type k job. This model becomes a simple 

generalization of the Open Jackson Network. (six assumptions for OJN hold good). Service times at node i 

has exponential distribution for each type of jobs. The following figure - 1 represent a simple open queuing 

network with different class of jobs with 4 nodes. 
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                                                        Figure 1 

3 Analysis 

Let Xj denote the random variable represent the net number of jobs in queue of node  

j (j = 0, 1, 2, … mn). That is Xj = Yj – Ij, Yj be the number of jobs and Ij the inventory (memory slots) level 

at node j = 0, 1. Memory slots are maintained at node 0 and 1 (both CPVS). The state of random variables 

representing number of jobs in each queue at time t. Then the state of the entire open queuing network at 

time t is considered to a vector of real dimension m + 2. The state of the system at time t is given by s = (n1, 

n2, n3, … nm). The evolution of the state vector represents a continuous time Markov Chain. The joint 

probability - density function of all the queue length in the system is given by 

f(n1, n2, n3, … nm) 

 = Pr {X1 = n1, X2 = n2, …, Xm = nm} 

and the joint cumulative distribution function is of the form 

F(n1,  n2, n3, …, nm)  

= Pr {X1 ≤ n1, X2 ≤ n2, …, Xm ≤ nm}. 

By Jacksons result the product form solutions for the system is given by 

f(n1, n2, n3, …, nm) = f(n1) f(n2) … f(nm). 

Let R
(n)

 denote the routing probability matrix for a job type k. Total arrival rate to the system is given by 

( )k

k

  , where λ
(k)

 is the arrival rate for the type k jobs. Suppose Li denote the mean number (net) of 

jobs in nodes i = 0, 1, and number of jobs in nodes I = 2, 3, …, m using M/M/1 queuing system. Assuming 

that the all type of customers have the same average waiting time (each type has an exponential server time 

and FCFS service discipline). Little’s formula can be used to compute the mean waiting time of each job. 

The average system size  k

iL  for type k job is obtained simply by weighting the node average total size by 

relative flow rate of type k job. 

That is    
 

     1 2

k
k i

i in

i i i

L L


  


  

, where iL denote the system size at node i.  

Example: 

Consider a open queuing network having 3 nodes with the following parameters. 
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λ = 35/hr, (1) (2)

1 119.25, 15.75r r  and the routing probability matrices  1

0 1 0

0 0 0.2

0 0 0

R

 
 

  
 
 

 and 
 2

0 0 1

0 0 0

0 .01 0

R

 
 

  
 
 

 for the 

job types 1 and 2 respectively. 

By solving the traffic equation, 

 λ
(k)

 = R
(k)

 + λ
(k)

 R
(k)

 for k = 1, 2, we get the solutions 

 (1) (1) (1)

1 2 319.25, 19.25, 0.385,      

 (2) (2) (2)

1 2 315.75, 0.1575, 15.75      

Total flow 
3

( )

1

k

k

 


 gives  

λ = (35, 19.408 16.135). 

 By the M/M/1 queuing system result, we get L1 = 0.412, L2 = 2.705 and L3 = 6.777. Total system 

size L = 9.894 

Average system solution time = 9.894
0.28312

35

L


  . 

Average number of each logic of jobs k at each node is given by 

  
 

     1 2
, 1,2,3; 1,2

k
k i

i in

i i i

L L i k


  
  

    

 (1) (1) (1)

1 2 30.227,L 2.683,L 0.612L     

 (2) (2) (2)

1 2 30.185,L 0.022,L 6.616L    . 

 

4 Model Formulation - general 

Consider a Closed multi-class queue network with n classes maintaining memory slots for service. 

A class k (k = 1, 2, 3, …, n) customer has a transition probability matrix Mk and its service rate at node i is 

denoted by μik (i = 0, 1, 2, …, m, k = 1, 2, …, n). For simplicity we assume 4 different types of services at 

node i. 

1)  A node i is said to be a type 1 node if it has a single server with exponentially distributed service times 

with FCFS scheduling and identical service rates for all job types μik = μi.  

2) A node i is said to be a type 3 node if it has a single server with PS (Processor Sharing) scheduling and 

service time distributions are differentiable and distinct. 

3) A node i is said to be a type 3 node if it has an ample number of servers so that no queues ever forms at 

a node (self serving system). Differentiable service time distributions (distinct) are allowed.  

4) A node is said to be a type 4 node if it has a single server with LCFS-PS scheduling. Any differentiable 

service time distribution is allowed and each job type may have a distinct service-time distribution. 

Let qik be the number of jobs of type k at node i. Assume that there are qk jobs of type k in the network so 

that we have, 
0

m

ik k

i

q q


  for  

k = 1, 2, 3, …, n. define a vector  
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Xi = (qi1, qi2, …, qin) so that (X0, X1, X2, …, Xm) is the state of the system at time t. 

Let 
1

n

i ik

k

r q



be the total number of jobs at node i. 

 

Figure 2 

The joint probability in steady state for the system at state (q1, q2, ..., qn) is given by 

  
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If we define the relative utilization of the node i due to jobs of type k by   k

k

ik
i

i

v


  , for i = 0, 1, 2, …, m 

(nodes) then the distribution function becomes,   
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5 System Performance Measures: 

The real utilization for node i = 1, 2or 4 due to jobs of type k can be computed using the normalization 

constant C(.). Willams[16] has shown that utilization of i
th

 node is given by 
1

n

i ik

k

u u


  , 

 1 2 1 1

1 2 1 1

(q ,q , ,q ,q 1,q ,q , ,q )

(q ,q , ,q ,q ,q , ,q )

k k k k n
ik ik

k k k n

C
u p

C

 

 




  

For single job type (n = 1), the normalizer constant C(.) has the relation    

1 2 1 2(q ,q , ,q ) (q ,q , ,q )n m nC C   where for i = 1, 2, 3, … m and    

for jk = 1, 2, 3, …, qk, we have, 

1 2 1 1 2

1 2 1 1

1, 0

(j , , , ) (j , , )

(j , , , , 1, , , ),
k

i n i n

n

i k k k n

k j

C j j C j j

C j j j j j



 

 

 


 

with the initial condition 
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  1 2
0 1 2 0

11 2

(j )!
(j , , , )

j ! ! !

k

n
jn

n k

kn

j j
C j j

j j




    
  

 
  

and (0,0, ,0) 1iC  . From this average throughput E[Tk] for type k job can be found for each job type. 

 

6 Numerical Examples 

 

Consider a central server closed queuing network with 2 different class of jobs labeled 1 and 2, circulating 

the network. Assume that total number of jobs in the network be n = 2. 

Job 1 does not access I/O node 2 and job 2 doe not access I/O node 1. The mean service time of job 1 

at CPU is 1/μ1 and that of job 2 is 1/μ2. The mean I/O service time of job is 1/λ1 and that of job on node 2 is 

1/λ2. Assuming that there is no new program path, we get the probability that a job completing a CPU burst 

enters its respective I/O node is 1. Also assume that the CPU scheduling discipline is PS. 

Let (n0, n1, n2) denote the state of the system, where ni denotes the number of jobs at node i. The transition 

diagram for the 3 dimensional Markov Chain is given in Fig 3. 

The stochastic balance equation for the system we studied has been obtained as. 

(λ1 + λ2) p(0, 1, 1) = μ1 p(1, 0, 1) + μ2 p(1, 1, 0)  

 

 

Figure 3 

 

       1
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2
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      

       2
1
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2

p p p


      
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 
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  

 

 Solving the system of equations (1) we get

 
1 2

1 1
(0,1,1)p

c  
 ,

2 1

1 1
(1,0,1)p

c  
 , 

 
1 2

1 1
(1,1,0)p

c  
 ,

1 2

1 2
(2,0,0)p

c  
 , 
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 where the normalization constant C can be formed by using the probability condition. 

 0 1 2

0 2

,  ,  1,
in

p n n n
 


 

where, n0, n1, n2 ∈ E. The value of normalizing constant C is given by
1 2 1 2 2 1 1 2

1 1 1 2
C

       
    .  

7 Performance Measures: 

Utilization of I/O device 1 is given by: 

 
1

2 2 2

1 1 1
(1,1,0) (0,1,1)U p p

C  

 
    

 

.  

 Utilization of I/O device 2 is given by: 

 
1

2 1 1

1 1 1
(1,0,1) (0,1,1)U p p

C  

 
    

 

 

The average throughput of type i (= 1, 2) job is given by 

 
1 1 1

2 2

1 1 1
[T ]E U

C


 

 
   

 

 

 
2 2 2

1 1

1 1 1
[T ] .E U

C


 

 
   

 

 

Consider the following parameter values for the system we proposed: 

λ1 = 2, λ2 = 3, μ1 = 2, μ2 = 4 and S = 10. 

Steady state probabilities are computed as follows
1 2 1 2 2 1 1 2

 0.709
1 1 1

.
2

C
       

      

Here,  

 
1 2

1 2
(2,0,0  0.3526)p

c  
  

1 2

1 1
(0,1,1  0.1763)p

c  
   

 
2 1

1 1
(1,0,1  0.2355)p

c  
   

 
1 2

1 1
(1,1,0  0.2355)p

c  
  , 

Utilization of I/O device 1 is given by: 

 1 (1,1,0) (0,1,1) 0.4118U p p   .  

 Utilization of I/O device 2 is given by: 

 1 (1,0,1) (0,1,1) 0.4710U p p   . 

The average throughput of type i (= 1, 2) job is given by 

 1 1 1[T ]E U  = 0.8376 

 2 2 2[T ]E U  = 1.413. 

Example 2: 
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Consider a computer system with central processor having 3 types of jobs. Type 1 job need 1 second of CPU 

time and 10 seconds of I/O time and 1 unit of memory in each device. Jobs of type 2 are balanced. They 

need 10 seconds each of CPU and I/O and 2 units of memory at each device. Jobs of type 3 are CPU bound; 

they consume 100 seconds of CPU and 10 seconds of I/O time and 5 units of memory slots at each device. 

Total memory unit available S=10 units and (0, S) policy is adapted to replenish the inventory 

instantaneously. One can admit either (one job of type 1, two jobs of type 2 and one job of type 3) or (three 

jobs of type 1, one job 11 of type 2 and one job type 3) for getting processed. 

We can analyze the effect of two different choice of job combinations. The given data set is 

Let ρij = E [Rij ]. ρ01 = E[ρ01] = 1, ρ11 = ρ02 = ρ12 = ρ13 = 10 and ρ03 = 100. 

Case (i): 

n1 = 1, n2 = 2, and n3 = 1 

Now the normalizing constants are 

C1 (1, 2, 1) = 1, 4, 10, 000; C1(1, 2, 1) = 66, 000; C1 (1, 1, 1) = 56, 400; C1(1, 2, 0) =6, 600. 

The mean throughputs of type i (= 1; 2; 3) jobs per second are computed as 

 
 

 
1

1

1

0,  2,  1
   0.04681

1,  2,  1

C
E T

C
    

 
 

 
1

2

1

1,  1,  1
   0.04

1,  2,  1

C
E T

C
   

 
 

 
1

3

1

1,  2,  0
   0.004681

1,  2,  1

C
E T

C
   

Case (2): 

n1 = 3, n2 = 1, n3 = 1 

The mean throughputs of type i (= 1, 2, 3) jobs per second are computed as 

 
 

 
1

1

1

2,  1,  1
   0.0776

3,  1,  1

C
E T

C
    

 
 

 
1

2

1

3,  0,  1
   0.0167

3,  1,  1

C
E T

C
   

 
 

 
1

3

1

3,  1,  0
   0.0056

3,  1,  1

C
E T

C
   

7 Conclusion 

In this article we studied central server queuing network & computer system with inventory (memory) 

management for complete service. The performance analysis is node to get its system utility. Cloud 

computing is the latest concept is which dynamic memory management is need of the hour to optimize the 

efficiency of cloud. The model we proposed can be studied in depth to make cloud computing models. 
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