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#### Abstract

In this paper, we proved a new comparison result and the monotone iterative technique is developed to study the existence of solutions of dynamical equations with integral boundary conditions on time scales.
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## 1. INTRODUCTION

The study of dynamic equations on time scales, which has been created in order to unify the study of differential and difference equations, is an area of mathematics that has recently received a lot of attention; moreover, many results on this issue have been well documented in the monographs [2,3,15]. The concept is particularly useful in modeling stop-start processes where continuous and discrete time may be present at different stages. Let $T$ be a time scale (any non empty closed subset of the real numbers). Without loss of generality we assume that $0, \mathrm{a} \in T$ and denote $J=[0, \sigma(a)] \subset T$ being a closed interval. In this paper, we consider the following first order dynamic equation on time scales

$$
\begin{array}{r}
x^{\Delta}(t)=f(t, x(t)), t \in J,  \tag{1.1}\\
x(0)+\int_{0}^{\sigma(a)} x(s) \Delta s=x(\sigma(a)),
\end{array}
$$

where $f \in C[J \times R, R]$. The monotone iterative technique is a powerful method used to approximate solutions of several problems [10,13,14]. The purpose of this paper is to show that it can be applied successfully to dynamical equations with integral boundary conditions on time scales. This technique combined with the method of lower and upper solutions play an important roles in constructing monotone sequences with converge to the solutions of our problem. In presence of a lower solution $\alpha$ and an upper solution $\beta$ with reversed ordering condition $\beta \leq \alpha$, we prove that under suitable
conditions equation (1.1) has the maximal and minimal solutions between the lower solution and upper solution.

## 2. PRELIMINARY RESULTS

Definition 2.1: The mappings $\sigma$ and $\rho: T \rightarrow R$, where $T$ is any closed subset of reals, are defined as $\sigma(t)=\inf \{s \in T: s>t\}$ and $\rho(t)=\sup \{s \in T: s<t\}$.

Definition 2.2: A non-maximal element t in $T$ is called right dense if $\sigma(t)=t$; right scattered if $\sigma(t)>t$; left dense if $\rho(t)=t$ and left scattered if $\rho(t)<t$.

Definition 2.3: If $T$ has a left scattered maximum $m$, then $T^{k}=T-\{m\}$, otherwise, $T^{k}=T . T^{k}$ is called the degenerate set.

Definition 2.4: The function $\mu^{*}=T^{k} \rightarrow R^{+}$defined by $\mu^{*}(t)=\mu(\sigma(t), t)$ for $t \in T$ is called graininess. If $t$ is right dense, then $\mu^{*}=0$ and if $t$ is right scattered, then $\mu^{*}=\sigma(t)-t$.

Definition 2.5: A mapping g : $T \rightarrow R$ is called rd-continuous if
a. It is continuous in each right dense or maximal $t \in T$;
b. Left side limit $\mathrm{g}\left(t^{-}\right)$exists in each left dense $t$.

Remark 2.6: If (b) is replaced by $g$ being continuous at each left dense point, then $g$ is said to be a continuous function on $T$.

We define $C[J, R]=\{u(\mathrm{t})$ is continuous on $J\}$, and $C^{1}[J, R]=\left\{u^{\Delta}(t)\right.$ is continuous on $\left.J\right\}$.
Definition 2.7: Let f: $T^{k} \rightarrow R$ and if $t$ is right scattered, then the Delta derivative $f^{\Delta}(t)$ of $f(t)$ is defined as

$$
f^{\Delta}(t)=\frac{f(\sigma(t))-f(t)}{\sigma(t)-t}
$$

Definition 2.8: (Schauder Fixed Point Theorem) If E is a closed, bounded and convex subset of a Banach space B and $T: \mathrm{E} \rightarrow \mathrm{E}$ is completely continuous, then $T$ has a fixed point.

Definition 2.9: A function $\mathrm{P}: T \rightarrow R$ is said to be regressive if $1+\mu(t) P(t) \neq 0$ for all $t$ in $T^{k}$. The set of all regressive and rd- continuous functions will be denoted in this paper by
$\mathrm{R}(T, R)$. For two functions $p, q \in \mathrm{R}(T, R)$ define a plus $\oplus$ and a minus $\Theta$ by $(p(t) \oplus q(t))=p(t)+q(t)+\mu(t) p(t) q(t)$,
$(\ominus p(\mathrm{t}))(\mathrm{t})=-\frac{p(\mathrm{t})}{1+\mu(t) p(t)}$.
Definition 2.10: If $p \in R$, then the exponential function is defined as

$$
e_{p}(t, s)=\exp \left[\int_{s}^{t} \xi_{\mu(t)}(p(t)) \Delta t\right] \text { for } s, t \in T
$$

Where $\xi_{\mu(t)}(p(t))=\frac{1}{\mu(t)} \log [1+p(t) \mu(t)]$ where $\log$ is principal logarithmic function.

When $T=R$, then $e_{\alpha}\left(t, t_{0}\right)=e^{\alpha\left(t-t_{0}\right)}$ and when $T=Z$ then $e_{\alpha}\left(t, t_{0}\right)=(1+\alpha)^{t-t_{0}}$.
Definition 2.11: If $p \in R$, then the first order linear dynamic equation

$$
\begin{equation*}
y^{\Delta}(t)=p(t) y(t) \tag{2.1}
\end{equation*}
$$

is called regressive.
Theorem 2.12: If $p \in R$, and for fixed $t_{0} \in T, e_{p}\left(t, t_{0}\right)$ is a solution of the initial value problem (2.1) satisfying the initial condition $y\left(t_{0}\right)=1$ on $T$.

Remark 2.13: If $p(t) \geq 0$ for $t \geq t_{0}$, clearly $1+\mu(t) p(t) \geq 1$. Therefore $\xi_{\mu(t)}(p(t)) \geq 0$ and $e_{p}\left(t, t_{0}\right) \geq 1$.
Lemma 2.14: If $p, q \in \mathrm{R}(T, R)$, then
i. $e_{0}(t, s) \equiv 1$ and $e_{p}(t, t) \equiv 1$;
ii. $e_{p}(\sigma(t), s)=(1+\mu(t) p(t)) e_{p}(t, s)$;
iii. $e_{p}(t, s)=\frac{1}{e_{p}(s, t)}=e_{\ominus p}(s, t)$;
iv. $e_{p}(t, r) e_{p}(r, s)=e_{p}(t, s) ;$
v. $e_{p}(t, s) e_{q}(t, s)=e_{p \oplus q}(t, s)$.

## 3. MAIN RESULTS

Lemma 3.1: Assume that there exists a positive function $m(t)$ continuous on $J$ and

$$
\begin{gather*}
\mathrm{x}^{\Delta}(\mathrm{t}) \geq \mathrm{m}(\mathrm{t}) \mathrm{x}(\mathrm{t}), \mathrm{t} \in \mathrm{~J},  \tag{3.1}\\
\mathrm{x}(0) \geq \mathrm{x}(\sigma(\mathrm{a})) .
\end{gather*}
$$

Then $\mathrm{x}(\mathrm{t}) \leq 0$ for all $\mathrm{t} \in$ J provided that $\frac{2 \mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0) \sigma(\mathrm{a})}{1-\mathrm{K}_{0}} \leq 1$, where $\mathrm{M}_{0}=\max _{\mathrm{t} \in \mathrm{J}}\{\mathrm{m}(\mathrm{t})\}$ and $\mathrm{K}_{0}=$ $\max _{\mathrm{t} \in \mathrm{J}}\{\mathrm{m}(\mathrm{t}) \mu(\mathrm{t})\}<1$.

Proof: Let $v(t)=x(t) e_{\ominus(-m)}(t, 0)$. Considering $\ominus(-m)=\frac{m(t)}{1-\mu(t) m(t)}$, we have

$$
\begin{gather*}
v^{\Delta}(\mathrm{t}) \geq \frac{2 \mathrm{~m}(\mathrm{t}) \mathrm{v}(\mathrm{t}) \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t})}{1-\mathrm{m}(\mathrm{t}) \mu(\mathrm{t})}  \tag{3.2}\\
\mathrm{v}(0) \geq \mathrm{v}(\sigma(\mathrm{a})) \mathrm{e}_{(-\mathrm{m})}(\sigma(\mathrm{a}), 0)
\end{gather*}
$$

Obviously,
$v$ and $x$ have the same symbol, we need only to prove that $v(t) \leq 0, t \in$
J. If it is not true, then there exists two cases
(i) $\mathrm{v}(\mathrm{t}) \geq 0$ for all $\mathrm{t} \in \mathrm{J}$.
(ii) there exists $\mathrm{r}_{1}, \mathrm{r}_{2} \in \mathrm{~J}$ such that $\mathrm{v}\left(\mathrm{r}_{1}\right)>0$ and $\mathrm{v}\left(\mathrm{r}_{2}\right)<0$.

In case (i), suppose that $v(t) \geq 0$ for all $t \in J$, then $v^{\Delta}(t) \geq 0, t \in J$ by (3.2). This shows that $v(t)$ is nondecreasing on $J$, and so, $v(\sigma(a)) \geq v\left(r_{1}\right)>0, x(\sigma(a))=v(\sigma(a)) e_{(-m)}(\sigma(a), 0)>0, v(0) \leq v(\sigma(a))$. However, from (3.1), we have $v(0)=x(0) \geq x(\sigma(a))>x(\sigma(a)) \mathrm{e}_{\ominus(-\mathrm{m})}(\sigma(\mathrm{a}), 0)=v(\sigma(a))$, this is a contradiction. Hence, $v(t)<0$ for some $t \in J$.

In case (ii), Let $v\left(r_{2}\right)=\min _{t \in J}\{v(t)\}=p$, then $p<0$. From (3.2), we obtain

$$
\begin{align*}
\mathrm{v}^{\Delta}(\mathrm{t}) \geq & \geq \frac{2 \mathrm{pm}(\mathrm{t}) \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t})}{1-\mathrm{m}(\mathrm{t}) \mu(\mathrm{t})} \\
& \geq \frac{2 \mathrm{pm}_{0} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t})}{1-\mathrm{K}_{0}} \tag{3.3}
\end{align*}
$$

Next, we consider again two possible cases.
Case(a): $r_{2}>r_{1}$. By (3.3), we have

$$
\begin{aligned}
& \mathrm{v}\left(\mathrm{r}_{2}\right)-\mathrm{v}\left(\mathrm{r}_{1}\right) \geq \frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
& \mathrm{p}=\mathrm{v}\left(\mathrm{r}_{2}\right) \geq \mathrm{v}\left(\mathrm{r}_{1}\right)+\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
&>\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t}
\end{aligned}
$$

Since $\mathrm{p}<0, \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)>1$, then

$$
\begin{aligned}
1 & <\frac{2 \mathrm{M}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
& <\frac{2 \mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{1-\mathrm{K}_{0}} \int_{0}^{\sigma(a)} e_{(-m)}(t, t) \Delta t \\
& =\frac{2 \mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{1-\mathrm{K}_{0}} \int_{0}^{\sigma(a)} \Delta t \\
& \leq \frac{2 \mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0) \sigma(\mathrm{a})}{1-\mathrm{K}_{0}} .
\end{aligned}
$$

This is a contradiction.
Case(b): $\quad r_{2}<r_{1}$. By (3.3), we have

$$
\mathrm{v}\left(\mathrm{r}_{2}\right)-\mathrm{v}(0) \geq \frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{0}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t}
$$

$$
\begin{equation*}
\mathrm{p}=\mathrm{v}\left(\mathrm{r}_{2}\right) \geq \mathrm{v}(0)+\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{0}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{gather*}
\int_{\mathrm{r}_{1}}^{\sigma(\mathrm{a})} \mathrm{v}^{\Delta}(\mathrm{t}) \Delta \mathrm{t} \geq \frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\sigma(\mathrm{a})} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
\mathrm{v}(\sigma(\mathrm{a})) \geq \mathrm{v}\left(\mathrm{r}_{1}\right)+\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\sigma(\mathrm{a})} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
\quad>\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\sigma(\mathrm{a})} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} . \tag{3.5}
\end{gather*}
$$

Since $v(0) \geq v(\sigma(a)) e_{(-m)}(\sigma(a), 0)$, from (3.4) and (3.5), we get

$$
\begin{gathered}
\mathrm{p} \geq \mathrm{v}(\sigma(\mathrm{a})) \mathrm{e}_{(-\mathrm{m})}(\sigma(\mathrm{a}), 0)+\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{0}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
\mathrm{p}>\frac{2 \mathrm{pM}_{0} \mathrm{e}_{(-\mathrm{m})}(\sigma(\mathrm{a}), 0)}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\sigma(\mathrm{a})} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t}+\frac{2 \mathrm{pM}_{0}}{1-\mathrm{K}_{0}} \int_{0}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} .
\end{gathered}
$$

Noting that $\mathrm{p}<0, \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)>1, \mathrm{r}_{2}<\mathrm{r}_{1}$, one can obtain

$$
\begin{aligned}
1 & <\frac{\mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{1-\mathrm{K}_{0}} \int_{\mathrm{r}_{1}}^{\sigma(\mathrm{a})} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t}+\frac{2 \mathrm{M}_{0}}{1-\mathrm{K}_{0}} \int_{0}^{\mathrm{r}_{2}} \mathrm{e}_{(-\mathrm{m})}(\mathrm{t}, \mathrm{t}) \Delta \mathrm{t} \\
& <\frac{2 \mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{1-\mathrm{K}_{0}} \int_{0}^{\sigma(a)} e_{(-m)}(t, t) \Delta t \\
& \leq \frac{2 \mathrm{M}_{0} \mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0) \sigma(\mathrm{a})}{1-\mathrm{K}_{0}} .
\end{aligned}
$$

This is a contradiction. Combining case (i) and case (ii), we know that $\mathrm{v}(\mathrm{t}) \leq 0$, for all $\mathrm{t} \in \mathrm{J}$, and thus $\mathrm{x}(\mathrm{t}) \leq 0$, for all $\mathrm{t} \in \mathrm{J}$.

Lemma 3.2:
Assume that there exists a positive function $m(t)$ and a non negative function $n(t)$ continuous on $J$.
If $\frac{\sigma(a) e_{m}(t, 0)}{e_{m}(\sigma(a), 0)-1}<1$, then the equation

$$
\begin{align*}
& x^{\Delta}(\mathrm{t})-\mathrm{m}(\mathrm{t}) \mathrm{x}(\mathrm{t})=\mathrm{n}(\mathrm{t}), \mathrm{t} \in \mathrm{~J}  \tag{3.6}\\
& \mathrm{x}(0)+\int_{0}^{\sigma(\mathrm{a})} \mathrm{x}(\mathrm{~s}) \Delta \mathrm{s}=\mathrm{x}(\sigma(\mathrm{a}))
\end{align*}
$$

has a unique solution.
Proof: We shall prove the conclusion by Banach's contraction principle. First define a Banach
space as follows.
$X=\left\{\mathrm{x}(\mathrm{t}) \in \mathrm{C}_{\mathrm{rd}}[\mathrm{J}, \mathrm{R}]\right\}$ with $\|\mathrm{x}(\mathrm{t})\|=\max _{\mathrm{t} \in \mathrm{J}}\{\mathrm{x}(\mathrm{t})\}$.
Now define an operator on X as

$$
\begin{aligned}
\mathrm{S}: \mathrm{x}(\mathrm{t})= & \mathrm{e}_{\mathrm{m}}(\mathrm{t}, 0)\left\{\frac{1}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{x}(\mathrm{~s}) \Delta \mathrm{s}\right. \\
& \left.-\frac{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}+\int_{0}^{\mathrm{t}} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right\}, \mathrm{t} \in \mathrm{~J} .
\end{aligned}
$$

For any two functions $\emptyset, \Psi \in X$,

$$
\begin{aligned}
|(\mathrm{S} \varnothing)(\mathrm{t})-(\mathrm{S} \psi)(\mathrm{t})| & =\left|\frac{\mathrm{e}_{\mathrm{m}}(\mathrm{t}, 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})}[\varnothing(\mathrm{S})-\psi(\mathrm{S})] \Delta \mathrm{s}\right| \\
& \leq \frac{e_{m}(t, 0) \sigma(a)}{e_{m}(\sigma(a), 0)-1}|\emptyset(s)-\psi(\mathrm{s})| .
\end{aligned}
$$

Thus, we have

$$
\|(S \phi)(t)-(S \psi)(t)\| \leq \frac{e_{m}(t, 0) \sigma(a)}{e_{m}(\sigma(a), 0)-1}\|\varnothing-\psi\|
$$

This implies by condition $\frac{\sigma(\mathrm{a}) \mathrm{e}_{\mathrm{m}}(\mathrm{t}, 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1}<1$ that S is a contraction on X and
therefore by Banach's contraction principle there exists exactly one $x(t) \in X$ such that

$$
\begin{aligned}
\mathrm{x}(\mathrm{t})= & \mathrm{e}_{\mathrm{m}}(\mathrm{t}, 0) \\
& \left\{\frac{1}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{x}(\mathrm{~s}) \Delta \mathrm{s}-\frac{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right. \\
& \left.+\int_{0}^{\mathrm{t}} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right\}, \mathrm{t} \in \mathrm{~J} .
\end{aligned}
$$

Next, we shall show that $x(t)$ is a solution of (3.6). We have

$$
\begin{aligned}
x^{\Delta}(\mathrm{t})= & \mathrm{m}(\mathrm{t}) \mathrm{e}_{\mathrm{m}}(\mathrm{t}, 0)\left\{\frac{1}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{x}(\mathrm{~s}) \Delta \mathrm{s}-\frac{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right. \\
& \left.+\int_{0}^{\mathrm{t}} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right\}+\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{t}), 0) \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{t})) \mathrm{n}(\mathrm{t}) \\
= & \mathrm{m}(\mathrm{t}) \mathrm{x}(\mathrm{t})+\mathrm{n}(\mathrm{t}) .
\end{aligned}
$$

Moreover,

$$
\begin{gathered}
\mathrm{x}(\sigma(\mathrm{a}))=\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)\left\{\frac{1}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{x}(\mathrm{~s}) \Delta \mathrm{s}-\frac{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right. \\
\left.\quad+\int_{0}^{\sigma(\mathrm{a})} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right\}
\end{gathered}
$$

$$
\begin{aligned}
& =\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)\left\{\frac{1}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})} \mathrm{x}(\mathrm{~s}) \Delta \mathrm{s}+\left[1-\frac{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1}\right] \int_{0}^{\sigma(\mathrm{a})} \mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s}) \Delta \mathrm{s}\right. \\
& =\frac{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)}{\mathrm{e}_{\mathrm{m}}(\sigma(\mathrm{a}), 0)-1} \int_{0}^{\sigma(\mathrm{a})}\left[\mathrm{x}(\mathrm{~s})-\mathrm{e}_{\mathrm{m}}(0, \sigma(\mathrm{~s})) \mathrm{n}(\mathrm{~s})\right] \Delta \mathrm{s} \\
& =\mathrm{x}(0)+\int_{0}^{\sigma(\mathrm{a})}{ }^{\mathrm{x}(\mathrm{~s}) \Delta \mathrm{s} .}
\end{aligned}
$$

Thus we complete the proof.
Definition 3.3: Functions $\alpha, \beta \in \mathrm{C}^{1}(\mathrm{~J}, \mathrm{R})$ are said to be the lower and upper solutions of (1.1)respectively if

$$
\begin{gathered}
\alpha^{\Delta}(\mathrm{t}) \leq \mathrm{f}(\mathrm{t}, \alpha(\mathrm{t})), \mathrm{t} \in \mathrm{~J}, \quad \alpha(0)+\int_{0}^{\sigma(\mathrm{a})} \alpha(\mathrm{s}) \Delta \mathrm{s} \leq \alpha(\sigma(\mathrm{a})) . \\
\beta^{\Delta}(\mathrm{t}) \geq \mathrm{f}(\mathrm{t}, \beta(\mathrm{t})), \mathrm{t} \in \mathrm{~J}, \quad \beta(0)+\int_{0}^{\sigma(\mathrm{a})} \beta(\mathrm{s}) \Delta \mathrm{s} \geq \beta(\sigma(\mathrm{a})) .
\end{gathered}
$$

Let $\Omega_{(u, v)}=\{y: u(t) \leq y(t) \leq v(t), t \in J\}$ if $u(t) \leq v(t)$ for $t \in J$.
We introduce the following assumptions.
$\left(H_{1}\right) \alpha_{0}, \beta_{0} \in C^{1}(J, R)$ are lower and upper solutions of (1.1) respectively and $\beta_{0}(t) \leq \alpha_{0}(t)$ for $t \in J$;
$\left(H_{2}\right) f \in C(J \times R, R)$;
$\left(H_{3}\right)$ there exist positive, rd-continuous function $m(t)$ such that
$f\left(t, x_{2}\right)-f\left(t, x_{1}\right) \leq m\left(x_{2}-x_{1}\right)$ if $\beta_{0} \leq x_{1} \leq x_{2} \leq \alpha_{0}, t \in J ;$
$\left(H_{4}\right) \frac{2 M_{0} e_{m}(\sigma(a), 0) \sigma(a)}{1-K_{0}} \leq 1$, where $M_{0}=\max _{t \in J}\{m(t)\}$ and $K_{0}=\max _{t \in J}\{m(t) \mu(t)\}<1$;
$\left(H_{5}\right) \frac{\sigma(a) e_{m}(t, 0)}{e_{m}(\sigma(a), 0)-1}<1$.
Lemma 3.4: Assume that $\left(H_{1}\right)-\left(H_{5}\right)$ hold. If

$$
\begin{gathered}
y^{\Delta}(t)-m(t) y(t)=f\left(t, \alpha_{0}(t)\right)-m(t) \alpha_{0}(t), t \in J, \\
y(0)+\int_{0}^{\sigma(a)} \alpha_{0}(s) \Delta s=y(\sigma(a)), \\
z^{\Delta}(t)-m(t) z(t)=f\left(t, \beta_{0}(t)\right)-m(t) \beta_{0}(t), t \in J, \\
z(0)+\int_{0}^{\sigma(a)} \beta_{0}(s) \Delta s=z(\sigma(a)),
\end{gathered}
$$

then

$$
\begin{equation*}
\beta_{0}(t) \leq z(t) \leq y(t) \leq \alpha_{0}(t), t \in J \tag{3.7}
\end{equation*}
$$

and $y, z$ are lower and upper solutions of (1.1) respectively.
Proof: From lemma 3.2, we know that there exists unique solutions for y and z .

$$
\begin{aligned}
& \text { put } p=y-\alpha_{0}, q=\beta_{0}-z, \text { then } \\
& \begin{aligned}
p(\sigma(a)) & =y(\sigma(a))-\alpha_{0}(\sigma(a)) \\
& \leq y(0)+\int_{0}^{\sigma(a)} \alpha_{0}(s) \Delta s-\alpha_{0}(0)-\int_{0}^{\sigma(a)} \alpha_{0}(s) \Delta s \\
& =y(0)-\alpha_{0}(0) \\
& =p(0), \\
q(\sigma(a)) & =\beta_{0}(\sigma(a))-z(\sigma(a)) \\
& \leq \beta_{0}(0)+\int_{0}^{\sigma(a)} \beta_{0}(s) \Delta s-z(0)-\int_{0}^{\sigma(a)} \beta_{0}(s) \Delta s \\
& =\beta_{0}(0)-z(0) \\
& =q(0),
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
p^{\Delta}(t) & =y^{\Delta}(t)-\alpha_{0}{ }^{\Delta}(t) \\
& \geq f\left(t, \alpha_{0}(t)\right)+m(t) y(t)-m(t) \alpha_{0}(t)-f\left(t, \alpha_{0}(t)\right) \\
& =m(t)\left[y(t)-\alpha_{0}(t)\right] \\
& m(t) p(t), t \in J, \\
q^{\Delta}(t) & =\beta^{\Delta}(t)-z^{\Delta}(t) \\
& \geq f\left(t, \beta_{0}(t)\right)-m(t) z(t)+m(t) \beta_{0}(t)-f\left(t, \beta_{0}(t)\right) \\
& =m(t)\left[\beta_{0}(t)-z(t)\right] \\
& m(t) q(t), t \in J .
\end{aligned}
$$

From lemma 3.1, we have $p(t) \leq 0, q(t) \leq 0, t \in J$ and so $y(t) \leq \alpha_{0}(t), \beta_{0}(t) \leq z(t), t \in J$.
Now let $p(t)=z(t)-y(t)$, then

$$
\begin{aligned}
p(\sigma(a)) & =z(\sigma(a))-y(\sigma(a)) \\
& =z(0)+\int_{0}^{\sigma(a)} \beta_{0}(s) \Delta s-y(0)-\int_{0}^{\sigma(a)} \alpha_{0}(s) \Delta s \\
= & z(0)-y(0)+\int_{0}^{\sigma(a)}\left[\beta_{0}(s)-\alpha_{0}(s)\right] \Delta s \\
\leq & z(0)-y(0) \\
& =p(0),
\end{aligned}
$$

From assumption $\left(H_{3}\right)$, we have

$$
\begin{aligned}
p^{\Delta}(t) & =z^{\Delta}(t)-y^{\Delta}(t) \\
& =f\left(t, \beta_{0}(t)\right)+m(t) z(t)-m(t) \beta_{0}(t)-f\left(t, \alpha_{0}(t)\right)-m(t) y(t)+m(t) \alpha_{0}(t) \\
& \geq-m(t)\left[\alpha_{0}(t)-\beta_{0}(t)\right]+m(t)[z(t)-y(t)]+m(t)\left[\alpha_{0}(t)-\beta_{0}(t)\right] \\
& =m(t)[z(t)-y(t)] \\
& =m(t) p(t)
\end{aligned}
$$

By lemma 3.1, one can get $p(t) \leq 0, t \in J$, then $z(t) \leq y(t), t \in J$. It proves that (3.7) holds. Now we need to show that $y, z$ are lower and upper solutions of (1.1), respectively. Using again assumption $\left(H_{3}\right)$, we have

$$
\begin{aligned}
\begin{aligned}
& y^{\Delta}(t)=f\left(t, \alpha_{0}(t)\right)+m(t)\left[y(t)-\alpha_{0}(t)\right]-f(t, y(t))+f(t, y(t)) \\
& \leq m(t)\left[\alpha_{0}(t)-y(t)\right]+m(t)\left[y(t)-\alpha_{0}(t)\right]+f(t, y(t)) \\
&=f(t, y(t)) \\
& z^{\Delta}(t)= f\left(t, \beta_{0}(t)\right)+m(t)\left[z(t)-\beta_{0}(t)\right]-f(t, z(t))+f(t, z(t)) \\
& \geq \\
&==f\left(t, z(t)\left[z(t)-\beta_{0}(t)\right]+m(t)\left[z(t)-\beta_{0}(t)\right]+f(t, z(t))\right. \\
& y(0)+\int_{0}^{\sigma(a)} y(s) \Delta s \leq y(0)+\int_{0}^{\sigma(a)} \alpha_{0}(s) \Delta s \\
&=y(\sigma(a)), \\
& z(0)+\int_{0}^{\sigma(a)} z(s) \Delta s \geq z(0)+\int_{0}^{\sigma(a)} \beta_{0}(s) \Delta s \\
&=z(\sigma(a)) .
\end{aligned}
\end{aligned}
$$

It shows that $y, z$ are lower and upper solutions of (1.1), respectively.
Theorem 3.5: Suppose that $\left(H_{1}\right)-\left(H_{5}\right)$ hold. Then there exist monotone sequences $\left\{\alpha_{n}, \beta_{n}\right\}$ such that $\alpha_{n} \rightarrow \alpha, \beta_{n} \rightarrow \beta, t \in J$ as $n \rightarrow \infty$ and this convergence is uniformly and monotonically on $J$. Moreover, $\alpha, \beta$ are maximal and minimal solutions of (1.1) in $\left[\beta_{0}, \alpha_{0}\right]=\left\{u \in C^{1}(J, R): \beta_{0} \leq u \leq \alpha_{0}\right\}$.

Proof: Consider

$$
\begin{align*}
& \alpha_{n+1}^{\Delta}(t)-m(t) \alpha_{n+1}(t)=f\left(t, \alpha_{n}(t)\right)-m(t) \alpha_{n}(t), t \in J, \\
& \alpha_{n+1}(0)+\int_{0}^{\sigma(a)} \alpha_{n}(s) \Delta s=\alpha_{n+1}(\sigma(a)), \\
& \beta_{n+1}^{\Delta}(t)-m(t) \beta_{n+1}(t)=f\left(t, \beta_{n}(t)\right)-m(t) \beta_{n}(t), t \in J, \\
& \beta_{n+1}(0)+\int_{0}^{\sigma(a)} \beta_{n}(s) \Delta s=\beta_{n+1}(\sigma(a)), \tag{3.8}
\end{align*}
$$

for $\mathrm{n}=0,1,2, \ldots$ Lemma 3.4, shows $\beta_{0}(t) \leq \beta_{1}(t) \leq \alpha_{1}(t) \leq \alpha_{0}(t), t \in J$ and $\alpha_{1}, \beta_{1}$ are lower and upper solutions of (1.1), respectively. Assume that
$\beta_{0}(t) \leq \beta_{1}(t) \leq \ldots \leq \beta_{k}(t) \leq \alpha_{k}(t) \leq \ldots \leq \alpha_{1}(t) \leq \alpha_{0}(t), t \in J$ for some $k \geq 1$ and let $\alpha_{k}, \beta_{k}$ be lower and upper solutions of (1.1), respectively. Then using again lemma 3.4, we get
$\beta_{k}(t) \leq \beta_{k+1}(t) \leq \alpha_{k+1}(t) \leq \alpha_{k}(t), t \in J$, and $\alpha_{k+1}(t), \beta_{k+1}(t)$ are lower and upper solutions of (1.1), respectively. By induction, we have
$\beta_{0}(t) \leq \beta_{1}(t) \leq \ldots \leq \beta_{n}(t) \leq \alpha_{n}(t) \leq \ldots \leq \alpha_{1}(t) \leq \alpha_{0}(t), t \in J$ for all n.
Hence $\beta_{n}(t) \rightarrow \beta(t), \alpha_{n}(t) \rightarrow \alpha(t), t \in J$ if $n \rightarrow \infty$. Indeed, taking the limit $n \rightarrow \infty$ on both sides of (3.8), we know that $\alpha$ and $\beta$ are solutions of (1.1). Next, we are going to show that $\alpha, \beta$ are maximal and minimal solutions of (1.1) in [ $\beta_{0}, \alpha_{0}$ ]. To do it, we need to show that if $w(t)$ is any solution of (1.1) such that $\beta_{0}(t) \leq w(t) \leq \alpha_{0}(t), t \in J$, then $\beta_{0}(t) \leq \beta(t) \leq w(t) \leq \alpha(t) \leq \alpha_{0}(t), t \in J$. Assume that for some $k$, $\beta_{k}(t) \leq w(t) \leq \alpha_{k}(t), t \in J$. Let $p(t)=\beta_{k+1}(t)-w(t), q(t)=w(t)-\alpha_{k+1}(t)$. Then

$$
p(\sigma(a))=\beta_{k+1}(\sigma(a))-w(\sigma(a))
$$

$$
\begin{aligned}
& =\beta_{k+1}(0)+\int_{0}^{\sigma(a)} \beta_{k}(s) \Delta s-w(0)-\int_{0}^{\sigma(a)} w(s) \Delta s \\
& =\beta_{k+1}(0)-w(0)+\int_{0}^{\sigma(a)}\left[\beta_{k}(s)-w(s)\right] \Delta s \\
& \leq \beta_{k+1}(0)-w(0) \\
& =p(0)
\end{aligned}
$$

$q(\sigma(a))=w(\sigma(a))-\alpha_{k+1}(\sigma(a))$

$$
\begin{aligned}
& =w(0)+\int_{0}^{\sigma(a)} w(s) \Delta s-\alpha_{k+1}(0)-\int_{0}^{\sigma(a)} \alpha_{k}(s) \Delta s \\
& =w(0)-\alpha_{k+1}(0)+\int_{0}^{\sigma(a)}\left[w(s)-\alpha_{k}(a)\right] \Delta s \\
& \leq w(0)-\alpha_{k+1}(0) \\
& =q(0)
\end{aligned}
$$

From assumption $\left(H_{3}\right)$, we have

$$
\begin{aligned}
p^{\Delta}(t) & =\beta_{k+1}^{\Delta}(t)-w^{\Delta}(t) \\
& =f\left(t, \beta_{k}(t)\right)-f(t, w(t))+m(t)\left[\beta_{k+1}(t)-\beta_{k}(t)\right] \\
& \geq-m(t)\left[w(t)-\beta_{k}(t)\right]+m(t)\left[\beta_{k+1}(t)-\beta_{k}(t)\right] \\
& =m(t)\left[\beta_{k+1}(t)-w(t)\right] \\
& =m(t) p(t)
\end{aligned}
$$

$$
\begin{aligned}
q^{\Delta}(t) & =w^{\Delta}(t)-\alpha_{k+1}^{\Delta}(t) \\
& =f(t, w(t))-f\left(t, \alpha_{k}(t)\right)-m(t)\left[\alpha_{k+1}(t)-\alpha_{k}(t)\right] \\
& \geq-m(t)\left[\alpha_{k}(t)-w(t)\right]-m(t)\left[\alpha_{k+1}(t)-\alpha_{k}(t)\right] \\
& =m(t)\left[w(t)-\alpha_{k+1}(t)\right] \\
& =m(t) q(t), t \in J .
\end{aligned}
$$

By lemma 3.1, we can obtain $p(t) \leq 0, q(t) \leq 0, t \in J$, this shows $\beta_{k+1}(t) \leq w(t) \leq \alpha_{k+1}(t), t \in J$. It proves, by induction, that $\beta_{n}(t) \leq w(t) \leq \alpha_{n}(t), t \in J$ for all $n$. Taking the limit $n \rightarrow \infty$, we have $\beta_{0}(t) \leq \beta(t) \leq w(t) \leq \alpha(t) \leq \alpha_{0}(t), t \in J$, so the assertion of Theorem 3.5 is true.

## References:

[1] R. Agarwal, M. Bohner, A. Domoshnitsky, Y. Goltser, Folquet theory and stability of nonlinear integro-differential equations, Acta Math. Hungar. 109 (2005) 305-330.
[2] M. Bohner, A. Peterson, Dynamic Equations on Time Scales: An Intro- duction with Applications, Birkhauser, Boston, 2001.
[3] M. Bohner, A. Peterson, Advances in Dynamic Equations on Time Scales, Birkhauser, Boston, 2003.
[4] C. Corduneanu, Integral Equations and Applications, Cambridge Univer- sity Press, 1991. MR 92h:45001.
[5] D. Franco, Green's functions and comparison results for impulsive integro- differential equations, Nonlinear Anal. 47(2001)5723-5728.
[6] D. Guo, V.Lakshmikantham, X. Liu, Nonlinear Integral Equations in Ab- stract Spaces, Kluwer, Dordrecht, 1996.
[7] D. Guo, Initial value problems for integro-differential equations of Volterra type in Banach spaces, J. Appl. Math. Stoch. Anal. 7 (1994) 13-23.
[8] Guoping Chen and Jianhua Shen, Monotone Iterative Technique for a Class of IntegroDifferential Equations with Integral Boundary Conditions, Int. Journal of Math. Anal. 1 (2007) 113-122.
[9] Z. He, X. He, Periodic boundary value problems for first order impul- sive integrodifferential equations of mixed type, J. Math. Anal. Appl.

296(2004)8-20.
[10] Z. He, X. He, Monotone iterative technique for impulsive integro-differential equations with periodic boundary conditions, Comput. Math. Appl.,48(2004)
[11] S. Hilger, Analysis on measure chain, a unified approach to continuous and discrete calculus, Results Math. 18(1990)18-56.
[12] T. Jankowski, R. Jankowski, On integro-differential equations with de- layed arguments, Dyn. Contin. Discrete Impuls. Syst. Ser. A Math. Anal.13(2006)101-115.
[13] D. Jiang, Junjie Wei, Monotone method for first and secon order periodic boundary value problem and periodic solutions of functional differential equations, Nonlinear Anal., 50 (2002), 885-898.
[14] G.S.Ladde, V. Lakshmikantham, A.S.Vatsala, Monotone Iterative Tech- niques for Nonlinear Differential Equations, pitman, London, 1985
[15] V. Lakshmikantham, S. Sivasundaram, B. Kaymakcalan, Dynamic Systems on Measure Chains, Kluwer, 1996.
[16] J.J. Nieto, R. Rodriguez Lopez, Periodic boundary value problems for non-Lipschitzian impulsive functional differential equations, J. Math. Anal. Appl. 318 (2006) 593-610.
[17] G. Song, Initial value problems for systems of integro-differential equations in Banach spaces, J. Math. Anal. Appl. 264(2001) 68-75.
[18] Y. Xing, M. Han, G. Zheng, Initial value problem for first order integro-differential equation of Volterra type on time scales, Nonlinear Anal.60(3)(2005) 429-442.
[19] H. Xu, J.J. Nieto, Extremal solutions of a class of nonlinear integro- differential equations in Banach spaces, Proc. Amer. Math. Soc. 125(1997)2605-2614.
[20] Yepeng Xing, Wei Ding, Maoan Han, Periodic boundary value problems of integrodifferential equation of Volterra type on time scales, Nonlinear Anal. 68(2008) 127-138.

