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ABSTRACT  Almost all undergraduate text books on error-correcting codes are found to focus on binary er-
ror-correcting codes hardly ever mentioning their ternary counterparts, though ternary codes are as interesting as binary 
ones and are in use from long time ago. In this context one might recall that Morse code is just a simple instance of a very 
useful ternary codes. In this document we discuss ternary BCH codes and use a simple example to illustrate how a ternary 
2-error correcting BCH code could be created and how it can be used to correct the bit-errors that are likely to appear 
during the transmission of a message through a channel. 
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1. INTRODUCTION 

 Many communication channels are subject to channel noise, 

and thus errors may be introduced during transmission from the 

source to a receiver. Error detection techniques allow detecting 

such errors, while error correction enables reconstruction of the 

original data. The Bose, Chaudhuri, and Hocquenghem (BCH) 

codes form a large class of powerful random error-correcting 

codes. This class of codes is a remarkable generalization of the 

Hamming codes for multiple error correction. Binary BCH 

codes were invented by Hocquenghem in 1959 and independ-

ently by Bose and Chaudhury in 1960. Since then these codes 

are being used in applications such as satellite communications, 

compact disc players, DVDs, disk drives, two-dimensional bar 

codes etc. In this paper we show how a 2-error correcting ternary 

BCH could be constructed. We also discuss the theory of elp 

(error locator polynomial) and illustrate with an easy example 

how it can be used for error location and ultimate correction of 

errors.  

2. CONSTRUCTION of a TERNARY 
BCH CODE 

Throughout this paper 3F will denote the Galois field of 

order 3 and ][3 xF  will denote the ring of polynomials in 

x  with coefficients in 3F . Recall that 

)2/(][ 2

3  aaaF is the )3( 2GF , a Galois field of or-

der9  and 12  aa   is a primitive polynomial as 

,aa  122  aa , ,223  aa ,24 a ,25 aa 

,26  aa 17  aa  and .18 a We factor the poly 

1)( 8  xxf  in ][3 xF  to get 

)2)(1)(2)(1)(22()( 222  xxxxxxxxf

Since each nonzero member of )3( 2GF satisfies ),(xf

each factor of )(xf is a minimal polynomial of some 

power of a in )2/(][ 2

3  aaaF . Thus 22  xx is 

the minimal polynomial of a and 3a , and 12 x  and 

1x are the minimal polynomials of 2a and 4a respec-

tively.  The interested reader is welcome to find the re-
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maining minimal polynomials, but for our exercise which is 

to find a 2 error correcting BCH code C , it is enough to 

find the 4 minimal polynomials of 4 powers of a , 

namely 
32 ,, aaa and 

4a as the generator polynomial

)(xg  of a 2 error correcting BCH code is given by the 

product of these 4 minimal polynomials. Hence 

)1)(1)(2()( 22  xxxxxg =

22 2345  xxxx  and the BCH code C  is the set  

of the multiples of )(xg in ][3 xF of degree less than8  

(the degree of )(xf ). Thus C is a subspace over 3F of 

dimension  8 degree of 358)( xg with basis 

)(),( xxgxg and )(2 xgx in V )1/(][ 8

3 xxF , the 

vector space of polynomials of degree less than 8 with co-

efficients in 3F . A generator matrix G of C is then given 

by: 








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0

0

2

G  

0

2

0

 

2

0

1

 

0

1

1

 

1

1
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1

2

1

 

2

1

0









1

0

0

. 

  For a background in coding theory, please see [1],[2] and [3].  

3. DECODING with elp 

 Since )(xg is the product of the minimal polynomials of 

32 ,, aaa and 
4a  and a codeword )(xc of C is a multi-

ple of )(xg , we have 0)()()()( 432  acacacac . 

Suppose now a codeword )(xc is sent through a commu-

nication channel and a Vxr )( with at most 2-errors is 

received. Below we will explain how the transmitted 

codeword )(xc can be recovered from )(xr . 

Let )()()( xexcxr  . Then )()( ii aear   for , as 

0)( iac as above. Let 21)(
mm

xxxe   where

3, F . Then 

21)(1

mm
aaarr    

222

2 )()()( 21 mm
aaarr    

333

3 )()()( 21 mm
aaarr    

444

4 )()()( 21 mm
aaarr    

Let elp 21

2))(()( 21   zzazazz
mm

for 

some 21 ,  )2/(][ 2

3  aaaF . Hence 











)2(0)(

)1(0)(

21

2

21

2

22

11




mm

mm

aa

aa
 

Multiplying equation (1) and equation (2) above by 1m
a

and 2m
a respectively, we obtain: 











)4(0)()(

)3(0)()(

222

111

2

2

1

3

2

2

1

3

mmm

mmm

aaa

aaa




 

We now add )3(  and )4( to get: 

])()([ 33 21 mm
aa   [1  ])()( 22 21 mm

aa 

[2 0]21 
mm

aa   

or equivalently, 

012213  rrr  )5(  

Now multiplying equation (1) and equation (2) above by 

2)( 1m
a and 

2)( 2m
a  respectively, and then adding 

them as above we obtain: 

022314  rrr  )6(  

We now solve the system formed from equations )5( and

)6( and obtain 1 and 2 , which are the coefficients of the 
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error locator polynomial elp )(z . Solving elp 0)( z , we 

now obtain 1m
a and 2m

a . Previously 4 of the parameters 

of 21)(
mm

xxxe   were unknown. Now we know at 

least two, namely 1m and 2m . The other two i.e.  and 

  can be obtained by solving the following simultaneous 

equation: 











2

22

1

)()( 21

21

raa

raa

mm

mm




 

To recover )(xc , we subtract )(xe from )(xr . 

4. An EXAMPLE  

Suppose a codeword )(xc has been sent and we have re-

ceived  

76432 22)( xxxxxxr   

Let elp )(z = 21

2   zz .  

Evaluate 

aarr  )(1  

aarr 2)( 2

2   

33

3 )( aarr  and 

0)( 4

4  arr  

Let us now solve the system: 









0

0

22314

12213

rrr

rrr




 

In matrix form, 
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Hence 
3

2 a and a1 . 

Thus elp
32)( aazzz  . 

Notice that elp 0)1(  and elp 0)( 3 a . Hence the error 

function )(xe is given by: 

3)( xxe   with 3, F .  

As ),()()( xexcxr  we have: 

)()()( aeacar   i.e. 
33

1 0 aar    

)()()( 222 aeacar  i.e.  6

2 0 ar 

6a  . 

Since ar 1 and
5

2 ar  , we obtain from above: 











65

3

aa

aa




 

We solve the system to get 2 and 2 . Hence 

322)( xxe  and  

)(xc  

)()( xexr   

376432 2222 xxxxxx   

76432 2221 xxxxx   
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