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Developing neural network models is a significant research area, which involves different 

optimization problems. For instance, feature set optimization, searching of the best neural 

network architecture, hyper-parameters and weights optimization. All these problems do not 

have one solution. The most popular approaches here are Gradient-based methods and 

Evolutionary methods. Gradient-based methods are quite useful for neural connections 

weights optimization and for Neural Architecture Search. Evolutionary algorithms (NEAT, 

HyperNEAT, CoDeepNEAT etc.) are state-of-the-art methods for neural networks topology 

optimization. There are numerous heuristic methods like Particle Swarm Optimization that 

also could be used in the neural networks structural tuning.   

This paper discusses the neural networks models and evolutionary methods in 

environmental sound classification systems. We consider Snapshot algorithm also in order 

to build ensemble of solutions.   
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I. INTRODUCTION 

Artificial Neural Networks (ANN) and Deep Neural 

Networks (DNN) are state-of-the-art methods for various 

pattern recognition problems such as sound and image 

classification or detection. However, there are some known 

issues with applying ANN to real use cases [1]. Firstly, the 

development of an optimal ANN topology is a non-trivial 

problem and requires expert level knowledge from the 

researcher. Secondly, classical neural network types like 

Multilayer Perceptron, Convolutional Neural Networks need 

a large dataset at the training stage. Next, different feature 

set leads to various accuracy, so it is vital stage to define 

optimal features for particular problem.   

These issues could be solved by the following approaches: 

Meta learning, Neuroevolution, Neural Architecture Search, 

Metaheuristic Methods. Meta learning methods (Siamese 

Networks, MAML, Reptile etc.) could be used to decrease 

size of the train dataset and to implement few-shot learning 

[2]. Neural Architecture Search and Neuroevolution 

methods could be used to automate neural networks 

topology development and to learn optimal feature space. 

ANN hyperparameter optimization could be provided with 

Metaheuristic Methods (Particle Swarm Optimization etc.). 

Thus, these methods increase ability to generalization and 

adaptability of the neural networks systems and their 

development is the urgent problem to be solved.  

In this paper, we suggest hybrid DNN environmental 

classification system using CoDeepNEAT [3] and Particle 

Swarm Optimization (PSO) [4] methods for topology and 

hyperparameter optimization.  

 

II. THE AIM AND OBJECTIVES OF THE STUDY 

The state-of-the-art methods for sound classification are 

Convolutional Neural Networks (CNN), which are made up 

from Convolutional, Pooling, Dense, Dropout layers. There 

are different special layer types like Attention etc.  

There are following hyperparameters here: number of filters 

and units; kernel size; kernel initializer and kernel 

regularizer; activation function type; pooling matrix size; 

dropout rate etc.  

The topology of the network is defined by layers order and 

could be described as connectivity graph.   

The aim of this paper is to design a proof-of-concept system 

for the environmental sound classification based on 

Convolutional Neural Networks with CoDeepNEAT and 

PSO methods for topology and hyperparameter 

optimization. 
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In order to reach the mentioned aim, the following 

objectives were formulated for the study: 

‒ to review state-of-the-art of the neural 

architecture search methods;  

‒ to develop the concept of the model for sound 

classification; 

‒ to implement CoDeepNEAT method;  

‒ to outline a direction for further development 

such adaptive classification systems. 

We going to use UrbanSound8K dataset for training and 

testing classification model. This dataset contains 8732 

labeled sound excerpts (<=4s) of urban sounds from 10 

classes [5]. 

 

III. LITERATURE REVIEW 

There are surveys dedicated to neural networks architecture 

search methods [6] and evolutionary metaheuristic 

approaches [4, 7]. These papers describe modern algorithms 

of automated machine learning systems. 

In the papers [8, 9] Genetic Algorithm for CNN is 

implemented. Specific CNN block structure is proposed. 

Direct integer and float chromosome coding method is used.  

Innovative approach of neural network morphism is used in 

the publications [10, 11]. This method allows to simplify the 

network topology without losing accuracy.  

There are exists different variations of the evolution 

methods basic idea. For instance, in [12] authors suggest so-

called coevolutionary approach. This method uses two 

different populations and their collaboration in order to 

produce optimal DNN topology. 

Neural networks architecture search problem could be 

solved using both metaheuristics methods and continuous 

algorithms. 

In the papers [13] suggested method that is based on 

continuous gradient descent optimization. Recurrent neural 

network (RNN) is used [14] as controller of time series of 

strings that describe particular DNN.  

The alternative approach is to predict performance of 

different neural topologies using simple regression method 

[15]. 

Meta learning methods also could lead to more adaptive 

classification systems. For instance, such approach to one-

shot topology learning is proposed in the paper [16]. 

System for automatically discover different machine 

learning algorithms is described in [17]. 

Genetic methods and numeric optimization approaches are 

combined in the articles [18, 19]. 

Metaheuristic technics for directional search are 

implemented in [20, 21]. 

Papers [22, 23] describe some variant of the term ‘novelty’ 

as the desire of the population to create new members.  

Thus, there are following three directions in recent neural 

networks architecture search researches: implementing of 

the neuroevolution methods, developing of the hybrid 

metaheuristic and continuous algorithms, applying of the 

meta learning approaches.   

 

IV. METHODOLOGY 

In this paper, we suggest to use the CoDeepNEAT method 

for network topology optimization and the Snapshot 

ensemble method for training final best architecture [24]. To 

avoid time and memory leak at the CoDeepNEAT stage we 

apply undersampling approach to the train dataset. So, 

CoDeepNEAT learns on the relatively small dumps of 

original dataset. 

The workflow of automated environmental sound 

classification system has shown in the figure 1. 

The CoDeepNEAT method is an extension of NEAT 

algorithm [25]. The basic terms in the CoDeepNEAT are as 

follows: blueprint for graph relation structure, module for 

basic ANN building blocks. So, this algorithm is appropriate 

for CNN, because of its ability to discover different module 

types. The algorithm begins from very simple ANN 

structure as NEAT does. Then, after genetic crossover and 

mutation operators we obtain some population with relevant 

fitness scores. We consider standard multiclass classification 

problem, so categorical crossentropy function is the best 

candidate for fitness value.   

In this implementation of the genetic algorithm, we use 

direct integer coding for chromosomes. So, other ANN 

hyperparameters are represented as dictionaries. Main 

dictionaries are following: 

batch_size = {0: 8, 1: 16, 2: 32, 3: 64, 4: 128, 5: 256,  

6: 512}; 

learning_rate = {0: 0.1, 1: 0.01, 2: 0.001, 3: 0.0001,  

4: 0.00001}; 

epochs = {0: 10, 1: 300}; 

optimizer = {0: 'Adam', 1: 'Adadelta', 2: 'Adagrad',  

3: 'Adamax', 4: 'Nadam'}; 

layer_type = {0: 'Conv2D', 1: 'Dense', 2: 'MaxPolling2D', 

3: 'AveragePooling2D', 4: 'Dropout', 5: 'Attention3D'} 

units_filters = {0: 8, 1: 1024}; 

stride = {0: 2, 1: 4, 2: 6}; 

kernel_size = {0: 2, 1: 4, 2: 6}; 

init = {0: 'RandomNormal', 1: 'RandomUniform', 2: 'Zeros', 

3: 'Ones', 4: 'GlorotNormal', 5: 'GlorotUniform',  

6: 'he_normal', 7: 'he_uniform', 8: 'lecun_normal',  

9: 'lecun_uniform'}; 

regular = {0: 'l1', 1: 'l2', 2: 'l1_l2', 3: None}; 

activation = {0: 'relu', 1: 'sigmoid', 2: 'softmax', 3: 'softplus', 

4: 'softsign', 5: 'tanh', 6: 'selu', 7: 'elu'}. 

 
Figure 1: Sound classification system workflow 
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Figure 2: Connection graph and related neural network topology, zero generation 

 

We consider in the CoDeepNEAT different levels of the 

solution. These levels are: module and blueprint. The 

representation of the possible solutions on the zero 

generation has shown in the figure 2. 

Keras library is used for neural network implementation as it 

allows to use tensor processing unit (TPU). 

Different non trivial topologies were generated already from 

the first generation as it has shown in the figure 3. 

We use original CoDeepNEAT implementation 

(https://github.com/sbcblab/Keras-CoDeepNEAT) but have 

added data structures for TPU learning process.   

 

 

 
Figure 3: Neural network topologies at the higher generations 

https://github.com/sbcblab/Keras-CoDeepNEAT
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V. CONCLUSION 

The convolutional neural networks in combination with 

CoDeepNEAT method for best topology searching and 

Snapshot ensemble method could be quite effective models 

for classification problems. Non-trivial architectures could 

be generated automatically while a few better solutions 

could be used for an ensemble. 

The prospect of further research is related to the extension 

of the considered approach with meta-learning methods, for 

instance MAML or Reptile. This will help solve the problem 

of training data lack. 
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