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The credit card has become an essential part of business operations, both nationally and 

globally. It plays a very important role in today's economy. While the use of credit cards offers 

considerable benefits when used responsibly and with care, considerable financial and credit 

damage can be caused by fraudulent default. Many techniques have been proposed to combat 

the growth of credit card defaults. However, all these techniques have the same goal of 

preventing credit card defaults; each has its own characteristics, advantages, and 

disadvantages. In this paper, we applied two data mining techniques: Artificial Neural 

Networks and Fuzzy C-Means to this problem, we propose a hybridization between these two 

models and also, we show significant results of the three methods on real financial data. 

Therefore, out of all the methods used, good performances are obtained by using our hybrid 

model to fraud detection. 
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I. INTRODUCTION 

An important business research question is to classify 

companies into different pre-defined groups [9], which can 

be used as an effective risk management tool. Prediction of 

payment default fraud has been a major field of commercial 

interest for many researchers, both practically and 

theoretically [9], because it is an integral part of credit risk, 

which is considered as one of the most important banking 

risks [13]. Expert prediction of payment default fraud is of 

interest to a large range of stakeholders such as banks, 

microcredit organizations, insurance companies, other 

creditors, auditors, etc. The increase in default fraud cases 

can be linked to poor credit risk management and the latest 

global financial crisis.  

The global convergence of capital standards and measures 

separates the minimum capital requirements for banks into 

three main parts. The three main elements used to define 

minimum capital requirements are credit risk, operational 

risk and market risk.  

The main interest of this research is the evaluation of the 

probability of occurrence of payment default. Payment 

default, as defined by the Basel Committee on Banking 

Supervision, occurs when one or more of the following 

events occur: 

 

 The debtor is determined to be unlikely to pay his or her 

debts in full (principal, interest or fees). 

 An event of credit loss associated with a debtor's 

obligation, such as a charge, a specific provision or a 

difficult restructuring involving the forgiveness or 

deferral of principal, interest or fees. 

 The debtor is more than 90 days past due on any credit 

obligation. 

 The debtor has filed for bankruptcy or similar protection 

against creditors. 

 

Financial institutions are augmenting the financial facilities 

that are currently available through innovative services such 

as credit cards, mobile banking, ATMs and the Internet. In 

addition, with the rapid advancement of e-commerce, the use 

of credit cards has become a necessary and convenient part 

of financial life. A credit card is a payment card that is 

provided to customers as a payment system.  

In order to predict credit default payment fraud, several 

classification techniques are used in the existing literature. 

https://doi.org/10.47191/ijmcr/v10i3.01
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The aim of this study is to hybridize two data mining 

methods: Artificial Neural Networks (ANNs) and Fuzzy C-

Means (FCMs), to increase the performance and reduce the 

misclassification rate. After a learning process, the program 

is supposed to be able to correctly classify a customer who 

has not been previously seen as risky or not risky, 

considering certain attributes of this customer. 

This article is structured as follows: first, we introduce the 

readers to the area of fraud detection. In section 2, we explain 

the two techniques used in this paper (ANNs and FCM). 

Lastly, we present our new hybrid algorithm and discuss the 

experiments performed for these models, followed by a 

conclusion.  

 

II. LITERATURE REVIEW 

In the information explosion era, companies are producing 

and collecting huge volumes of data on a daily basis. The 

main challenge for companies is to convert this information 

into usable results and discover useful information from the 

database. The process of exploration and analysis of huge 

volumes of data, to discover significant patterns and rules, is 

data mining. It is an essential tool in the decision-making 

system, playing a key role in default detection, credit 

assessment, market segmentation, customer services and 

benchmarking [12,15]. The pros and cons of the two 

techniques of data mining used in this paper are discussed 

[6,11,12]. 

A. Artificial Neural Networks 

ANNs are modeled by the human brain and consist of a 

large number of artificial neurons, but the neurons in ANNs 

have fewer roles and connections and are less numerous 

than biological neurons; however, the functioning of both 

networks is the same. First, as in an ANN network, inputs 

are received from other connected neurons or perceptron at 

the other end of the network. An activation function is then 

assigned to these received inputs, which leads to the 

activation level of the neuron, which is actually the neuron's 

output value. There are different activation functions which 

can be applied to generate non-linearity in the neural 

network, like sigmoid function, step function, linear 

function.  

A deep neural network (DNN) is made up of more than 

three layers of neurons, input layer, hidden layers and output 

layer. It is based on the idea of consecutive layers, these 

layers determining the depth of the model. DNNs are a form 

of multilayer feedforward network (MLP) in which data 

flows from the input layer to the output layer.  

Figure 1 is a multilayer perceptron model which consists of 

four layers: first layer is the input layer, two hidden layers 

and the last layer is the output layer.  

 

 
Figure 1:  A multilayer perceptron network. 

 

In order to develop significant relationships between inputs 

and outputs via a learning process, DNNs use nonlinear 

mathematical equations [1]. Backpropagation first appeared 

in 1970, but it is considered the workhorse of neural 

network learning in the present environment. A core 

algorithm in a DNN to develop a meaningful relationship 

between inputs and outputs through the learning process.  

Backpropagation is an algorithm used to find the minimum 

value of the error function by adjusting weights using the 

delta rule or gradient descent. Figure2 shows how 

backpropagation works.  

 
Figure 2: Backpropagation. 

 

DNNs can easily handle both interactive and non-linear 

impacts. The main disadvantage of DNNs is that they cannot 

provide a simple probabilistic classification formula. 

B. Fuzzy C-Means 

Fuzzy clustering is a powerful unsupervised method for 

modeling and data analysis. Fuzzy clustering is much more 

natural than hard clustering in most cases. Objects located at 

the boundary of several classes are not obliged to fully 

belong to one of them but are attributed membership degrees 

between 0 and 1 to indicate their partial membership. The 

FCM algorithm is the most commonly used.  

FCM clustering was first introduced in the literature for a 

particular case (m = 2) by Joe Dunn in 1974. The general 

case (for any m greater than 1) was developed by Jim 

Bezdek in his PhD thesis at Cornell University in 1973. It 

was improved by Bezdek in 1981. FCM utilizes fuzzy 

clustering so that a data point can be classified into all 

groups with different membership degrees between 0 and 1 

[5,7]. 
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Algorithm 1: 

1.     Initialize U=[u(i,j)]  matrix, U(0) 

2.    At k-step : calculate the centers vectors C(k)=[c(j)] with 

U(k)  

 

 
 

3. Update U(k), U(k+1)  

4.   

                        

 
 

5. If ||U(k+1) - U(k)|| < ε ,  then STOP ;  

otherwise return to step 2. 

 

Here m : is any real number greater than 1, 

u(i,j) :  is the degree of membership of x(i) in the cluster j,  

x(i) : is the ith of d-dimensional measured data,  

 c(j) : is the d-dimension center of the cluster. 

 

C. Proposed Algorithm 

The hybrid approach towards default payment fraud is best 

modelled by the prototype as shown in Figure 3. 

 
Figure 3: Prototype structure 

 

Our new hybrid algorithm consists of the following three 

phases: 

 Initial Authentication and Verification : 

The first layer is the layer for initial verification, screening 

and where user authenticity is verified. 

 Behavioural Analysis Phase : 

This phase consists in applying the FCM method to our data 

in order to obtain an output U. The u(i,j) is then compared to 

the already preset threshold values, namely the upper 

threshold (u(Uth)) and the lower threshold (u(Lth)) which 

are experimentally determined. Depending on the result of 

the comparison, three rules are defined as follows: 

 

o If (u(i,j) < u(Lth)), then the customer is non-

risky.  

o Else if (u(Lth) < u(i,j) < u(Uth)), then move 

the customer to the suspicious table for 

applying the learning mechanism for 

strengthening the initial observation. 

o Else, reject the customer i.e. when  

u(i,j) > u(Uth). 

The customers those are found to be suspicious are passed to 

the learning phase before taking the final decision. 

 Behavioural Analysis Phase : 

Suspicious customers are then moved to the suspect table 

where they are kept for further analysis and classification 

that is performed using feedforward neural networks with 

backpropagation. 

 

III. CLASSIFICATION ACCURACY 

A. Description of the Data 

This study took payment data from a big bank in October 

2005 (a credit card and cash issuer) in Taiwan. Out of a total 

of 30000 observations, 5529 customers are risky. This 

research uses a binary variable - default payment (Yes = 1, 

No = 0), as the response variable. Our study uses 23 

variables as explanatory variables: 

 X1: Amount of the credit (NT dollar). It includes both 

individual consumer credit and family credit. 

 X2: Gender (1 = male ; 2 = female). 

 X3: Education (1 = graduate school; 2 = university ; 3 = 

high school ; 4 = others). 

 X4: Marital status (1 = married; 2 = single ; 3 = others). 

 X5 : Age (year). 

 X6-X11: History of past payment. We tracked the 

previous monthly payment records (from April to 

September, 2005) as follows: X6 = the repayment status 

in September, 2005; X7 = the repayment status in 

August, 2005; . . . ; X11 = the repayment status in 

April, 2005.  

The reimbursement status measurement scale is: -1 = 

pay duly ; 1 = payment delay for one month ; 2 = 

payment delay for two months ; . . . ; 8 = payment delay 

for eight months ; 9 = payment delay for nine months 

and above. 

 X12-X17: Invoice amount (NT dollar). X12 = amount of 

bill statement in September, 2005; X13 = amount of bill 

statement in August, 2005; . . . ; X17 = amount of bill 

statement in April, 2005. 

 X18-X23: Previous payment amount (NT dollar). X18 = 

amount paid in September, 2005; X19 = amount paid in 

August, 2005; . . . ; X23 = amount paid in April, 2005. 

We are especially interested in knowing how many risky 

clients are correctly classified as risky and, simultaneously, 

how many non-risky clients are incorrectly classified as 

risky. The former is called the true positive rate and the 

latter the false positive rate. 
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B. Results 

This section shows the simulation results of the two 

mentioned models as well as of the proposed hybrid method. 

To better visualize the results obtained by the best model 

(DNNs), we used the confusion matrix which is a very 

famous measure used for solving classification problems. It 

can be applied to binary classification as well as to 

multiclasses classification problem (see Table 1).  

 

Table 1: Confusion matrix 

Confusion 

matrix 

 Predicted class  

Actual 

class 

0 True positive 

(TP) 

False negative 

(FN) 

 1 False positive 

(FP) 

True negative 

(TN) 

 

The accuracy, sensitivity, and specificity are also used to 

evaluate models' performance, as follows: 

 

Accuracy = (TP+TN) / (TP+FN+FP+TN) 

Sensitivity = TP / (TP+FN) 

Specificity = TN / (FP+TN) 

 

The deep network architecture used here is given in Figure5: 

we have used a deep network with three hidden layers, the 

first contains 10 neurons, the second 15 neurons and the last 

10 neurons.  

 
Figure 4: Deep network architecture 

 

In the confusion matrix graph, the columns represent the 

actual class (target class) and the rows represent the 

predicted class (output class). The off-diagonal cells 

correspond to cases that are misclassified. The diagonal cells 

correspond to cases that are correctly classified. The number 

of observations and the percentage of the total number of 

observations are given in each cell.  

The bottom line of the graph indicates the percentages of all 

observations in each class which are correctly and 

incorrectly classified. These measures are often called recall 

(or true positive rate) and false negative rate, respectively. 

The column on the extreme right of the graph gives the 

percentages of all observations that are predicted to belong 

to each class that are correctly and incorrectly classified. 

These measurements are often referred to as accuracy (or 

positive predictive value) and false detection rate, 

respectively. The bottom right cell of the graph shows the 

overall accuracy.  

By applying FCM algorithm to our data, we obtain the 

confusion matrix shown in Figure 6. As we see, 76.6% of 

the predictions are correct and 23.4% are wrong.  

 
Figure 5: The confusion matrix obtained by FCM model 

 

With the ANNs method, we obtain the confusion matrix 

presented in Figure 7, we get a performance of 78%.  

 
Figure 6: The confusion matrix obtained by ANNs model 

 

Using our proposed hybrid algorithm, we get very 

satisfactory results (see Figure 8).  
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Figure 7: The confusion matrix obtained by the 

proposed model 

 

The first and second diagonal cells represent the number and 

percentage of proper classifications achieved by the trained 

network. 

For example, 22992 customers are correctly classified as 

non-risky, this corresponds to 76.6% of all the data. 

Similarly, 4894 customers are correctly classified as risky 

and this corresponds to 16.3% of our data. 1742 customers 

are incorrectly classified as risky and this corresponds to 

5.8% of the data. Similarly, 372 customers are incorrectly 

classified as non-risky and this corresponds to 1.2% of our 

data.  

Out of 24734 non-risky customers, 93% are correct and 7% 

are wrong. Out of 5266 risky customers, 92.9% are correct 

and 7.1% are wrong. Out of 23364 non-risky cases, 98.4% 

are correctly predicted as non-risky and 1.6% are predicted 

as risky. And out of 6636 risky cases, 73.7% are correctly 

classified as risky and 26.3% are classified as non-risky.  

Overall, 93% of the predictions are correct and 7% are 

wrong. It is to note that the hybrid algorithm is more 

accurate and efficient in comparison with the two other 

techniques.  

 

Table 2: Classification results 

Model Accuracy Sensitivity Specificity 

FCM 0.766 0.011 0.980 

ANNs 0.780 0.007 0.999 

Hybrid 0.930 0.929 0.930 

 

The values of the parameters used in the performance 

evaluation of the three models are presented in Table 2.  

The best results are obtained by our proposed hybrid 

algorithm.  

 

IV. CONCLUSION 

While default payment fraud prevention has received much 

attention in the literature, researchers still face problems that 

have not been addressed in the proper manner. This article 

reviews two main classification techniques: Artificial Neural 

Networks and Fuzzy C-Means, it proposes a hybridization 

of these two models and compares the classification 

performance and predictive accuracy between them. This 

research work performed data preprocessing, normalization, 

and subsampling to address the problems faced when using 

an imbalanced data set. The results show that our hybrid 

algorithm performs more accurate classification than other 

models on credit card fraud. 
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