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Abstract-This paper proposes an effective and efficient method for haze removal from a single input image. 

The method employs both techniques i.e. dark and light channel priors. DCP (Dark channel prior), a scheme 

for dehazing images represents a statistical property for dehazed single images i.e. most patches for an 

image contains dark pixels for atleast single color channel. The two main limitations for this method are: 1. 

For bright image patches, there is over-exposure for atmospheric light, 2. Soft mapping technique applied 

for dark channel prior to compute factor t (transmission map) costs high. Hence another dehazing algorithm 

employing both techniques dark and light channel is proposed in this paper where light channel represents a 

statistics for hazy outdoor images. Furthermore, the guided and bilateral filter are employed for the dark and 

light channel image refinement. This dehazing algorithm alleviates the above mentioned limitations with 

Dark channel prior. This paper shows several examples for the comparison for proposed work with the 

existing Dark channel prior. Further the filters added refine the image to a greater extent. The results 

comparison prove that this algorithm is 25 times faster than the Dark channel prior. Also the visual quality is 

much better with the employment of proposed bilateral filter. Therefore the haze effects can be reduced to a 

great extent and can be utilized for many applications such as intelligent transportation system, aircrafts 

system, video surveillance, remote sensing etc. 

 

I. INTRODUCTION 

Haze is defined as an atmospheric phenomenon in which turbid media obscures the captured scene. Haze 

causes trouble for almost every computer graphics/vision applications. Effects of haze in the image captured 

includes reduction in the visibility of the scenes, lowering the reliability of outdoor surveillance systems, 

reducing the clarity of the satellite images, increasing the color fading, reducing the color contrast of daily 

photos, creating trouble to the photographers. Hence, haze removal from images is considered as an 

important and widely challenging topic in computer vision and computer graphics areas. Haze attenuates the 

light reflected from the scenes causing blending it withsome additive light in the atmosphere, resulting in 

Image degradation as it travels from source to destination.The aim of removing of haze is to get the reflected 

light from the blended light. To this end, single image haze removal is focused in this thesis. The challenge 

lies in finding a suitable prior.Priors are important aspects for manyalgorithm should know for the fact ahead 

when the fact is not directly known. In general terms, a prior known. In general terms, a prior is defined as 

statistical/physicalproperties, rules, or anyassumptions. Based on the priori, the algorithms performance is 

calculated. Several schemes are reported for single image 
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Figure.1:  Haze Formation 

 

haze removal. In [9, 13], Rahman suggested singlescale and multi-scale retinex algorithms utilizing the 

human perception with the Gaussian Blur. The limitation for this algorithm showed floating point 

calculations, and hence the hazy image developed had a lot of noise, so it was rejected for haze removal. In 

[11] Narasimhan suggested another novel dehazing algorithm that included unknown depth information 

along with multiple images required for unknown depth estimation. Toremove these limitations, the 

dehazing algorithms proposed are identified in [2, 6, 15]. The assumptions/ priors in [11, 15] are 

significantly improved. In [2] Fattal suggested the image albedo and proposed the transmission medium. 

Again, this approach was not suitable for heavy haze images,thus proving that the assumption is invalid. In 

[15] Tan revealed that a dehazedimage has higher color contrast as compared to the input hazy image and 

thus proposed for haze removal by maximizing the restored image contrast. However, the proposed Tan’s 

algorithm not only overstretched the color contrast but also introduced the halo artifacts. In [6], another 

approach for removal of haze was proposed by Dr.He employing Dark Channel Prior, that represents a 

statistical property for dehazed single images i.e. most patches for an image contains dark pixels for atleast 

single color channel (RGB) excluding the sky and bright area regions. This method resulted in impressive 

output dehazed image. However this method had two main limitations: 1. For bright image patches, there is 

over-exposure for atmospheric light, 2. Soft mapping technique applied for dark channel prior to compute 

factor t (transmission map) costs high. Many more algorithms utilizing Dark channel prior such as 

mentioned in [8, 10, 12, 14, 16, 17] were proposed. Guided filter in [5][7] is further suggested for image 

edge-preserving smoothing, that deploys a non-approximate linear time algorithm. This paper proposes an 

effective and efficient method for haze removal from a single input image. The method employs both 

techniques i.e. dark and light channel priors. For the local regions, some light pixels represent high intensity 

for at least single color channel (R,G,B) . On the contrary, some dark pixels have very low intensity in at 

least one color (R,G,B) channel. As per the Dark channel prior theory, the intensity of these dark pixels is 

devoted due to the airlight component present in input hazy images. But Dr.He utilized the global 

Atmospheric Light component and not the atmospheric light for every pixel. Hence, the atmospheric light 

image can further be estimated appropriately by using these light pixels concept. Therefore the two schemes 

- Dark channel prior and Light channel prior combined, can predict the haze transmission resulting in haze 

free output image. Further, edge preserving guided filter is used. The image can very well be further refined 

using a bilateral filter 

 

II. DCP SCHEME AND GUIDED IMAGE FILTERING 

The haze imaging equation can be represented as: 

I(x) = J(x)t(x) + A(1 − t(x)) (1) 

where I(x) represents input hazy image, J(x) represents output haze free image, A represents global 

atmospheric light and t(x) represents transmission map. The aim for dehazing is to obtain the refined haze 

free image J(x) when the input image is I(x). So we need to estimate t(x) and A. The term J(x)t(x) known as 
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direct attenuation represents scene radiance, while the other term A(1 − t(x)) known as airlight represents the 

scattered light /diffused in air by atmospheric turbids such as dust, haze/ fog etc 

 

A. Dark Channel Prior Scheme 

The dark channel prior is a prior that is based on the statistics for outdoor haze-free images. Generally, in 

most of the local regions that do not cover the sky, it is possible that some dark pixels may have very low 

intensity in at least one of the color (RGB) channel. The dark channel prior J(x) for any image J is given by 

[25]: 

(2) 

whereJc represents J color channel and Ω(x) represents a local patch centered around x. As per dark channel 

prior for dark regions: 

J
dark

(x) → 0 (3) 

Combining the above two equations, transmission t˜ can be estimated as: 

(4) 

The parameter ω is assumed to lie in the range (0 < ω < 1), thus the value for transmission˜t can be 

calculated as: 

(5) 

Further the global atmospheric light A can be computed by picking the brightest pixels with the highest 

intensity for input image I. The recovered scene radiance can then be further definedas: 

J(x) = A +  (6) 

wheret0 represents lower bound limit for t (x) with value as 0.1. 

 

 
Fig. 1.Flow chart of dark channel prior scheme 

 

The above flowchart depicts the process for Dark Channel Prior scheme. Generally, we can get satisfactory 

dehazing results by the DCP scheme. The two main limitations for this method are: 1. For bright image 

patches, there is over-exposure for atmospheric light, 2. Soft mapping technique applied for dark channel 

prior to compute factor t (transmission map) costs high [18-21]. 
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B. Guided Image Filtering 

To refine the transmission t, guided filter is applied. The guided filter represents a local linear model for 

the guidance I with the filter output q. q represents linear transform of I for window ωk that is centered 

around pixel k [25]: 

qi= ak∗ Ik+ bk∀i ∈ ωk (7) 

 

where the linear coefficients (ak, bk) are constant for window ωk. These linear coefficients (ak, bk) can 

further be set with some value for filter input p. Thus the filter output q needs subtract the unwanted factor n 

i.e. noise/textures from this filter input p and hence the difference between filter output q and filter input p is 

to be minimized with the linear model as presented in Equation (7) i.e. the below cost function needs to be 

minimized in this window ωk [17]. 

 

E (           (8) 

 

(d), (e) Recovered images using (b) and (c), respectively. 

where € represents regularization parameter for large value of ak. The solution for Equation (8) are 

presented in Equation(9), (10): 

                                                                                                                                                   

 

              

 

where μk and σk2 represents mean and variance for the image I in ωk, M represents the pixel number in ωk, 

pk represents the mean value for filter input p in ωk [13]. 

 

(11) 

Once the value for the coefficients (ak, bk) is obtained for all windows ωk in the input image I, the filter 

output q can be calculated as [19]: 

 

(12) 

   

Further Equation (11) can be reduced to: 

qi= ai∗ Ii + bi (13) 

 
 (a) (b) (c) (d) (e) 

Fig. 2. Haze removal. (a) Input hazy images. (b) Estimated transmission maps before guided filtering. (c) 

Refined transmission maps after guided filtering. 
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Advantage of using guided filter is that it enhances the processing speed without altering the filter quality 

[15]. 

The below Fig.2b depicts the transmission maps as per Equation(12). On the other hand Fig.2d depicts the 

corresponding recoveredimages. Similarly Fig. 2c depictsthe refined results with Fig.2b as a constraint. 

Fig.2e depictsthe recovered images as compared to Fig. 2c. Furthermore, the other halo effects and noise are 

minimized to a much greater extent. The transmission map shows the captured fine image with non-

continuous sharp edges, and therefore the object contour is outlined. 

 

III. THE PROPOSED APPROACH 

Atmospheric light Aconsidered in almost all the haze removal techniques is the global atmospheric light. 

Global atmospheric light implies that for every pixel, atmospheric light value is the same. But practically, 

the atmospheric light for a light pixel cannot be the same as it is for a dark pixel, as shown in below Fig.3: 

 
Fig. 3. The contrast of the atmospheric light at different pixel 

 

Its clearly shown in the above fig. that the atmospheric light value for the two pixels as shown in (b) of Fig.3 

is not the same as the value for atmospheric light for the pixel in (c). This indicates that the atmospheric light 

component should be a variable for x where x represents the pixel and can be denoted byA(x). Thus the haze 

imaging equation Equation (1) can be modified by variable value for atmospheric light i.e. replacing A by 

A(x) in Equation (1) :- 

I(x) = J(x)t(x) + A(x)(1 − t(x)) (14) 

Based on this variable value for atmospheric light, another prior called as light channel prior is advised for 

image de-hazing. This light channel prior depends on the statistics for outdoor hazy images. Similar to Dark 

channel prior, light channel prior is based on the fact that almost all patches for the hazy image have some 

pixels that contain the bright intensities for least one color channel (R, G, B). The light channel I
light

(x) value 

for any input image I, can be modelled as [23]: 

(15) 

where I
c
represents a color channel for the input imageI and Ω(x) represents any local patch centered around 

any pixelx. Forlight channel prior, I
light

(x) i.e. the intensity for light channel should correspond to the 

atmospheric light component for any haze free image as shown in below equation [24]: 

Jlight(x) → Alight (x) (16) 

Combining all the above equations for light channel prior, Equation (17) can be derived for atmospheric 

light component [26]: 

(17) 
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Thus the atmospheric light for a hazy image can be derived by its light channel image component. As the 

scene radiance valueJ(x) ≤ A(x) for a hazy input image, the atmospheric light component A˜(x) can be 

estimated as shown in Equation (18). 

A(x) = αA˜(x) + βA0 (18) 

whereA0 represents the global atmospheric light component, α and β represents the adjustment 

coefficientswith an estimated value α + β <1.0. 

The below Fig.4 depictsthe outdoor hazy images along with the corresponding light channels. These 

images are first resized with the image width as 600 pixels. Also the dark channelcomponent for these 

images are calculated with a image patch size for 15 × 15. 

 
Fig. 5. Flow chart of the proposed scheme 

 

Further the guided filters are applied to refine the images obtained by dark and light channel priors. Let the 

dark channel refined with this guided filter are denoted byI
dark Guided 

(x) and let the atmospheric light 

component after this guided filter is denoted byA(x), the value for transmission map t(x) can be denoted by 

[26]: 

t(x) = 1  (19) 

Therefore the recovered de-hazed image is given by Equation (20): 

J(x) = A(x) +  (20) 

 

The light channel image as described above can very well be refined in the same fashion as the dark channel 

image because the output image after the prior contains the halo effects. Thus in order to reduce these halo 

effects/ noise from the recovered image after the prior, the guided filter is applied for light channel as well. 

Fig.5 shows the flow chart for the light channel prior algorithm. The guided filter is applied separately for 

the two priors i.e. light and dark channel priors and then the value for the transmission map is calculated. 

Fig.6 shows the refined results for Fig.4b after the guided filter and the two priors are applied to input hazy 

image. Thus using the guided filter the halo effects/ noise are suppressed, and thus the atmospheric light 

value is not global and contains different values for different pixels i.e. A(x) [16,18]. 
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IV. EXPERIMENT RESULT 

Haze defines the dependency for depth effect when analyising the real-life scenes, thusfor simulating this we 

can divide the image up to10x10 pixelspatches. Here every patch is given a depth gradient rangingin the 

value 1 to 20. In our experiment, the simulation is done for five images with the same image scene captured 

at different timings. There is a well-known fact that haze varies with time, hence the simulation is done for 

different haze values for intensitywith assigning all five images, a different values for atmospheric scattering 

coefficient and the intensity for atmospheric air light. The first onesymbolizes the light scattering by haze in 

scene per unit atmosphere volume. The other one describes the air light intensity that can be seen typically at 

regions with low horizon considering the real-life image. Further both of these coefficients increase their 

values corresponding to each other. Scattering coefficients are assigned different values every time along 

with values of 0.1, 0.15, 0.2, 0.25 and 0.3. This set of values is considered as the most realistic estimates for 

haze scattering on a scale of 0 to 1. The previous work is referred to get these realistic values.  

 

 
Fig.6: Five images representing increased simulated haze as the scattering increases. The image contains 

square patches withvarying depths (raising from right to left and bottom up). As patches at top are furthest 

away distance wise they are washed with atmospheric air light. 

 

These images are the comparisons base described in this chapter. These simulations are much accurate as 

these are based on haze image formation model represented in a dehazing algorithm and described on 

physics models of radiative transfer for atmosphere. This proves to be effective for the simulation of 

atmospheric scattering and hence radiance attenuation over distance. As we further investigate these haze 

images and remember the ground-truth values that are put for these simulations, the accuracy of the 

algorithms can be tested and hence the algorithms in this research are compared. 

The captured image is taken with two polarization values i.e. parallel and perpendicular polarizers and the 

Fusion procedure is applied for light and dark images pixel values. Further the values for compared images 

are judged on the basis for different parameters values like L2-color, PSNRlum, PSNRsplit, Correlationlum 

and Correlation split. The table below shows the improved values for all these parameters. 

 

Fusion Procedure 

The FVID generates the two values for fIjgNj=1 and the DiffSat maps fDkgMk=1 respectively and fuses 

both information sources. The LPT fusion processreflect that the different values for DiffSat maps iterating 

different values in  numbers w.r.t. to the regions containing higher fog that further correlatesto haze-

freeprocessedimage iterations. Also, we have various methods for interpolate/ extrapolate the 

DiffSatsetmaps to get a new set of various N depth maps figures. Furthermore the newmaps are 

mathematically convolved using a Gaussian kernel function in three dimensions(i.e. x,y, and temporal) that 

represents a smoothed versions for transitions, which are further normalized to take their sum value with the 

different set of temporaldimensionsthat involves any pixel x, lets say having value equal to 1. Finally the 

fused image using LPT (Laplacian Pyramid Transform) is computed to get the correct values. 

Consider a dehazed image with name as dehazed2.png, LPT fusion algorithm is applied to this image (this is 

the same image as taken in base paper 2016 FVID 
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Consider the below input image for dehazing (Dehazed2.png) 

 

Fig 6. Dehaze Image 

The Luminance, saliency and chromatic weight map for the input image (first captured image) is shown 

below: 

 
Fig 7. Luminance Measured Image 

The Luminance, saliency and chromatic weight map for the input image (second captured image) is shown 

below: 

 
 

Fig 8. Luminance & Weight Map Measurement 

Light and dark channel priors of input image: 

 
Fig 9. Dark & Light Channel Prior 
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After histogram Equalization and correcting gamma effects of input captured image: 

 

 
Fig 10. Histogram Equalisation 

 

Final Dehazed image using L*A*B enhancement and fusion of Dark and Light channel priors. 

 
 

Fig 11. Final Dehazed image using L*A*B enhancement 

 

The comparison for different parameters like L2-color, PSNRlum, PSNRsplit, Correlationlum, 

Correlationsplit etc. 

 

QUANTITATIVE RESULTS AS THE MEAN FOR SAMPLEIMAGE (Dehazed2.png) 

 

 

 

 

 

 

 

 

 

V. CONCLUSION 

The above described method is Fusion using LPT (Laplacian Pyramid Transform using Dark and Light 

channel priors). Itis significantly extended upon by previously proposed FVID and EVID schemes by 

gathering information with iterates using different DiffSat maps set coming with extending the algorithms 

for FVID and EVID image energy. Thus this fusion with visualinformation appearing from these two 

techniques determine an effectivetechnique for image dehazing. The proposed technique achieves results in 

Error Measure [28] [10] [12] EVID FVID L*A*B LVT 

L2-color 47.96 52.03 48.93 47.18 44.42 63.474969 

PSNRlum 16.03 16.52 15.53 17 17.31 21.001519 

PSNRsplit 6.9 6.99 6.79 7.13 7.19 7.935741 

Correlationlum 1.24 1.21 1.18 1.25 1.26 2.52216 

Correlationsplit 0.7 0.69 0.66 0.71 0.72 0.8417972 
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line with state-of-the-art techniques thereby enhancing far-away regions, whilepreserving the nearby 

regions. Hence this appears as an enhancement artifacts appearing dehazingscenes including sky regions. 

Furthermore, this methodflexibility allows to generate various enhancement dehazing methods 

enablingotherfeatures that will be elaborated in future work. 
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