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1 Abstract

We develop a new algorithm to compute the inverse of an interesting class of bordered k-
tridiagonal matrices. This algorithm relieson a novel strategy of partitioning and decomposition.
We also give examples illustrating the efficiency of the proposed method.
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2 Introduction

Various areas of numerical analysis or numerically-based computation generate large nonsingu-
lar sparse matrices. Such matrix have special structure, so the inverse is harder to calculate. One
of the most well-known types of sparse matrices is banded matrices, such as tridiagonal matrices
[1], pentadiagonal matrices [2], and heptadiagonal matrices [3]. Matrices of this form are com-
monly associated with numerical simulations, discretizations of partial differential equations and
various other computational tasks.

For many problems in Mathematics and Applied Science, one need to solve linear systems where
whose coefficient matrices are bordered k — tridiagonal matrices. These are a subclass of the
class of banded matrices, where we have more border elements that increase the multiplicity and
make the direct calculation of their inverses even more complex.

Thus, the purpose of this paper is to treat this computing problem by designing efficient algo-
rithms for the inverse of bordered k& — tridiagonal matrix. These methods exploit the special
structural features of such matrices to make the computation simpler, cheaper, and numerically
stable.

In addition, we present comprehensive illustrations to demonstrate the practical and efficient
applicability of the proposed methods over a range of fields in science and engineering.
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To deal with the bordered matrix of the following type B,(Lk) with:

d 0 - 0 a 0 - 0 .
0 d2 0 0 as Do
0
Bk _ o ... - ko1 Pkt W
by .o o T S
0 by 0
0O -+ 0 byp_p—1 d, 1 0
Q1 9 Qp—k—1 bp—p O e .. 0 d,

3 Inverse of bordered £ —tridiagonal matrices

Herein, we introduce a new symbolic algorithm making use of the Sherman-Morrison-Woodbury
formula to calculate the inverse of a bordered k — tridiagonal matrix, (1), in a symbolic way.

Then the matrix ng) can be expressed as:

B®) =1k L ywT )
Where:
d 0 --- 0 al o --- 0 0
0 dy O 0 as : 0
0
T _ 0 .- - a1 0 )
b1 “. “. .'. .'. Qp—
0 by 0
0 0 bnfkfl dn—l 0
0 0 0 bp_r O 0 dp
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And
D1 0
0 .
0 1
Also
0 q
: 0
1 0

Applying the Sherman-Morrison-Woodbury formula to (2), we obtain:
(B = (@) = (@) Vvw T (EP) T v T (@) T (6)

And
det(B®)) = det(T™)) - det(I + VI (T) V) (7)

As we see the matrix T,gk) is a banded matrix, assume that the matrix T,(Zk) is invertible and let
us denote by D; the j—th column vector of the inverse matrix (TT(lk))_l. Then we obtain:

n

1
Dnjp=-——(FEnj— Y, ain;Di) ®)
n=j=p,n=—J i=n—j—p+1
For j = 0,...,n —p — 1, where E; = [(§;;)1<i<n]’ € CM is the vector of order j of the

canonical basis of C".

. k .
For the n x n banded matrix TT(L ), we associate the sequence numbers (A; ;)1<i<n+tp1<k<p

defined by the following relations for k = 1, ..., p:

Air =20 fori=1,...p 9)
p+i—1
—GipyiAptik = Z QisAsk fori=1,..,n—p (10)
s=1
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n
prik= 3 isAsy fori=n—p+1,..,n (11)
s=1

We can write the relation :

Tk A, = 0 (12)
An+1,k
Anipk

With: 4, = [Al,ka cees An,k]
We shall denote ) the p x p matrix (Ap4ij)i<ij<p
And X; = [z1j,...,2p;]T the j—th column vector of the matrix QL.

Theorem 1 The j—th vector column of the inverse matrix T, ék), 1 < j <p, is given by
P
Dypj =Y wkjAs
k=1
Proof We get from the relation Equation (9):

v 0
T, - E Tk j Ak =
7] p .
] > k=1 ThojAnt 1k

D ket Thyj Antpk
The result follows from the fact that:

Dohe1 ThjAnt1k Ty
: = D =10 )i<iz]”
D b1 ThjAntpk Tp,j

Then the proof completed.

Algorithm: New efficient computational algorithm for computing the Inverse of the
bordered k—tridiagonal matrices INPUT:
The dimension n, .

OUTPUT:
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The partition of the matrix B.

Step 1:
d 0 --- 0 aq o --- 0 0
0 dQ 0 0 a9 0
0
by oo T o e
0 b 0
0 0 bn—k—l dn—l 0
0 0 0 bp—r O 0 dp
And
D1 0
V= Pn—k—1 - (14)
0 .
: 0
0 1
Also
0 q1
: 0
0 :
1 0

Step 2: Inverse of Tﬁk)

Dy_jp=———FEn_j— Z i n—;D;) (16)
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Step 3:
(BI)™ = (1) = (@) V(I + W(T) V)t T (T (17
4 The inverse of bodered 1—tridiagonal matrices

In this section we consider a particular case of bodered k—tridiagonal is bodered 1—tridiagonal
or bodered tridiagonal matrices, then the matrix 7;, have the form:

d1 aq 0 cee 0
b1 da ag 0 :
T, = 0 by . - (18)
. . . . 0
an—1
0 -+ 0 bp1 dn

We assume that 7, is non-singular and from the relation 7, 17}, we get the column vector for
the inverse 7, ! as:

Dn—1= (BEn — dnDp)

an—1

, 1 :
Dj—lz rl(En—dej—bj+ij+1> Vi :n—l,...,2
j—

Consider the sequence of numbers (A;)o<i<n and (B;)o<i<n characterized by a term recurrence
relation:

Ag=1
d1Ag+a1A; =0

And
biy1Ai—1 +dip1Ai +cip1Aip1 =0 for 1 <i<n-—1,
Theorem 2 Suppose that A,, # 0, then T, is invetible and the column D,, will be

— Ao —Ao]
An s ey An

D, =|
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Algorithm: New efficient computational algorithm for computing the Inverse of the
bordered k—tridiagonal matrices INPUT:
The dimension n, .

OUTPUT:
The partition of the matrix B.
Step 1:
d 0 .- 0 aq o --- 0 0
0 dg 0 s 0 as .. 0
0
T,(Lk) _ 0 An—k—1 0 (19)
by ’ Qp—k
0 b 0
0 0 bn—k—l . dnfl 0
0 O 0 bo_r O 0 dp
And
D1 0
0 .
: 0
0 1
Also
0 q
0
0 :
1 0

Step 2: Inverse of T,
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Dn—-1=

an—1

Dj—lz a 1(En_dej_bj+ij+1) j:n—l,...,2
j—

1 n

l)n_j_piz a“f““‘f(ﬂh—j'_ jg: a@n—j[%) (22)
nTITPRT i=n—j—p+1
—Aop —Ao
l)n'_ PIREEE)
[ i A ]
Step 3:

(BN = ()™ = (1) 'V + WH(T,) V)W (T,) ™! (23)

5 Exemple:

We presenta specific numerical example in this section to verify the performance of our al-
gorithm. We use the MATLAB R2024b software to implement the algorithm and evaluate its
performance. As a concrete application example of our method, we consider a 7-by-7 tridiag-
onal matrix. Covering a range of problems over multiple domains, tridiagonal matrices play a
crucial role in scientific and other engineering applications, being used as test cases for finite
difference based methods that tackle differential equations.

With:

5
5
5 (24)
3
0
0
0 (25)
3

(26)

I
o o utua
— o ooo
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I
—oooo
=E=N S ENEN)

And the columns inverse of the matrix 7T are:

—1.1000 —1.2000 0.9000
—0.4000 —0.8000 0.6000
T;'=| 01000 | , Ty'=| 02000 [ , T3'=|0.1000
0.2000 0.4000 0.2000
0.1000 0.2000 0.1000
And

5.4000 8.1000

3.6000 5.4000

T, = 06000 [, To'=] 0.9000

—0.8000 —1.2000

—0.4000 —1.1000

Also the matrix B~ take the form:

—0.3426 —0.1476 0.2702  0.5209  0.2312
0.1072 —0.1448 0.0292  0.1337  0.1797
B7'=1] 01880 0.2396 —0.2214 —0.2981 0.0682
0.0919 0.1616  0.0251 —0.4568 0.0111
—0.0014 0.0279  0.0905 0.1281 —0.0153

Table 1: The running time

Size of the matrix (n) | The fast algorithm LU
100 0.082813 6.203181
200 0.394041 7.255524
300 0.531047 8.049020
500 0.964163 14.346657
1000 3.866233 108.681497

(27)

(28)

(29)

(30)
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6 Conclusions

Here we demonstrate the efficiency and fast computation of our algorithm using the Sherman-
Morrison-Woodbury (SMW) formula. We will specifically use our algorithm to compute the
inverse of matrix T whichis required to compute the inverse of bordered matrix. Our method
based on the SMW framework greatly mitigates the required computational complexity and
alleviates the inversion process speed. Such an approach becomes especially useful when the
scale of the matrices is particularly large as it minimizes direct inversion of the whole matrix
and builds efficient mutations to the current system. We effectively illustrate theusefulness and
benefits of our algorithm concerning bordered inverse computations via this method.
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